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Executive Summary 

This project presents the design and development of an immersive Virtual Reality (VR) 

simulation that recreates the Cretaceous–Paleogene (K–Pg) extinction event, one of the most 

profound and transformative episodes in the history of life on Earth. The aim of the simulation is 

to provide an educational, scientifically informed, and emotionally engaging virtual experience 

that enables users to witness, explore, and understand the environmental and biological 

consequences of the asteroid impact that occurred approximately 66 million years ago, resulting 

in the extinction of over 75% of all species, including the non-avian dinosaurs. 

The core purpose of this project is to bridge the gap between traditional educational methods and 

experiential learning through emerging immersive technologies. By integrating scientific 

accuracy, AI-driven environmental behavior, and interactive storytelling, the simulation 

promotes a deeper understanding of the complex interconnections between planetary systems 

and life. The project stands as an innovative example of how interactive digital media can 

transform science education by allowing learners not only to read about or observe phenomena 

but to experience them directly within a virtual world. 

Technically, the system combines the strengths of Unity 2022 and Unreal Engine 5, two of the 

most widely used engines in real-time simulation and game development. Unity serves as the 

primary platform for implementing Artificial Intelligence (AI) behavior, interaction logic, and 

system management, while Unreal Engine is used for rendering high-fidelity visual effects, 

dynamic lighting, and particle-based simulations. The integration of these two engines ensures 

both interactivity and visual realism, creating an experience that is both technically robust and 

pedagogically rich. 

The project also incorporates spatial sound design using FMOD Studio, providing three-

dimensional positional audio to enhance immersion and realism. Audio cues such as 

environmental ambience, animal calls, and explosion reverberations are spatially positioned 

around the user, reinforcing sensory immersion and situational awareness. The system runs on 

PC-based VR hardware such as Meta Quest and Oculus Rift, maintaining optimal performance 

through rigorous optimization techniques including Level of Detail (LOD), occlusion culling, 

and dynamic resolution scaling. These methods ensure a consistent frame rate of 90 FPS, 

minimizing latency and reducing motion sickness—a critical factor in user comfort for VR 

experiences [1]. 

From a content perspective, the simulation is divided into three major phases that correspond to 

the scientific timeline of the event: 

1. Pre-Impact Ecosystem Phase: 

Users are immersed in a vibrant Late Cretaceous environment populated by vegetation 

and AI-driven dinosaurs exhibiting naturalistic behavior. This phase serves as a visual 

and educational baseline that demonstrates the biodiversity of Earth before the impact. 

2. Asteroid Impact Sequence: 

The simulation transitions to a dynamic event in which users witness the asteroid’s fiery 
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descent, atmospheric entry, and the cataclysmic collision with Earth. Real-time particle 

systems, lighting changes, and physical effects depict shockwaves, explosions, and 

environmental destruction, illustrating how a single impact could produce global-scale 

devastation. 

3. Post-Impact Aftermath: 

In this phase, the world transforms into a barren and desolate landscape covered with ash 

and smoke. Reduced lighting, lingering fires, and altered atmospheric colors replicate the 

long-term “impact winter” that followed the collision. This visual contrast between life 

and extinction emphasizes the fragility and interconnectedness of ecosystems. 

The project’s educational objective is not merely to simulate an event but to encourage active 

learning and reflection. Through interactive mechanics, users can interact with their environment 

and its inhabitants. For instance, a whistle sound emitted by the controller attracts nearby 

dinosaurs, while dropping virtual stones produces auditory cues that trigger behavioral reactions 

from the animals. These interactions are not arbitrary but pedagogically motivated—they 

demonstrate cause-and-effect relationships and ecological sensitivity, helping learners connect 

abstract scientific principles with tangible experiences. 

A crucial aspect of the project’s success lies in its feasibility and scalability. The development 

was conducted using open-source or student-licensed tools, and all assets were optimized for 

efficient performance. The total prototype development cost remained under LKR 20,000, 

primarily covering data storage and minimal asset customization. As a result, the system is 

financially accessible for educational institutions, especially in developing contexts where high-

cost proprietary simulations are often unattainable. 

From a research and testing perspective, the project underwent a structured feasibility and 

evaluation process across five domains—technical, market, financial, operational, and ethical 

feasibility. Technical analysis confirmed that the system performs reliably under typical VR 

hardware configurations. Market analysis identified strong potential demand among museums, 

universities, and STEM education programs that increasingly adopt digital and immersive tools 

to engage younger audiences. Financial feasibility confirmed affordability, and operational 

assessments demonstrated ease of setup and low maintenance requirements. Ethical evaluation 

ensured that the simulation adheres to international VR safety standards, providing comfort 

settings, accessibility features, and age-appropriate content. 

User testing was conducted with a pilot group comprising 20 volunteers from the Sri Lanka 

Institute of Information Technology (SLIIT) and the general public. The participants experienced 

the simulation and completed pre- and post-assessment questionnaires. Results indicated that 

knowledge retention improved by 36%, with participants showing enhanced understanding of 

both immediate and long-term consequences of the impact. Usability scores averaged 4.6/5, 

indicating high satisfaction with navigation, interaction, and comfort. Feedback highlighted the 

emotional impact of witnessing destruction in real time, reinforcing the argument that immersive 

learning engages both cognitive and affective domains [2]. 

This project’s outcomes validate the educational potential of Virtual Reality in scientific domains 

where visual complexity, scale, and temporal dynamics challenge traditional instructional 
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methods. The K–Pg extinction simulation demonstrates that when learners are allowed to inhabit 

a scientifically accurate environment and interact with its processes, they develop deeper 

comprehension, empathy, and curiosity. The system can be deployed as a permanent exhibit in 

museums, a classroom teaching aid for environmental science and geology courses, or a mobile 

demonstration tool for outreach and awareness programs. 

Beyond its immediate educational scope, the project contributes to broader national and global 

goals related to STEM education, digital literacy, and sustainability awareness. Sri Lanka’s 

STEM Digital Education Strategy (2024–2028) emphasizes the integration of immersive 

technologies into the education system, and this project aligns directly with those objectives [3]. 

Furthermore, by visualizing the catastrophic consequences of environmental imbalance, the 

simulation indirectly encourages reflection on contemporary challenges such as climate change 

and biodiversity loss. 

The final evaluation of the project concluded that the simulation is technically sound, 

operationally viable, and pedagogically valuable. Its design adheres to current best practices in 

immersive learning, its performance meets industry benchmarks for VR comfort, and its 

educational content aligns with accepted scientific knowledge. Most importantly, the project 

exemplifies the potential of student-led innovation to produce low-cost, high-impact digital 

solutions for complex educational needs. 

The following report provides a detailed account of the entire project lifecycle, including the 

scientific background, literature foundation, system design, development methodology, testing 

and evaluation, and educational implications. It also outlines future directions, such as expanding 

the simulation to include other mass extinction events (e.g., the Permian–Triassic boundary) and 

integrating mixed-reality (MR) capabilities for collaborative learning environments. 

Through the synthesis of technology, science, and education, this work contributes to the 

growing field of immersive science communication, demonstrating that Virtual Reality can 

transform the way humans understand the history and fragility of life on Earth. 
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2. Introduction and Background 

2.1 Introduction 

Virtual Reality (VR) represents one of the most significant technological advancements in digital 

media and education in the twenty-first century. Unlike traditional visual or textual media, VR 

allows users to experience information spatially and interactively rather than simply observe it 

passively. This shift from observation to participation has redefined how individuals learn, 

communicate, and perceive complex scientific or historical phenomena. In the context of 

education, VR offers a multisensory, immersive experience that enables learners to understand 

abstract concepts through direct experiential engagement [1]. 

In recent years, numerous studies have demonstrated that VR-based learning environments 

increase knowledge retention, motivation, and emotional engagement compared to conventional 

lecture-based or two-dimensional multimedia approaches. According to research by Stanford 

University (2018), learners who experience scientific concepts in immersive environments are 

60% more likely to recall information accurately and twice as likely to report emotional 

connection with the subject matter [2]. These findings highlight the transformative potential of 

VR not only as an instructional aid but as a cognitive catalyst—one that redefines the 

relationship between learners and knowledge. 

The Cretaceous–Paleogene (K–Pg) extinction event, one of Earth’s most significant and well-

studied mass extinctions, presents an ideal case study for educational simulation using VR. It 

encompasses geological, environmental, and biological systems operating on massive temporal 

and spatial scales. Traditional teaching tools such as textbooks, static diagrams, and videos 

struggle to convey the magnitude, interconnectivity, and dynamics of such events. For instance, 

the process by which an asteroid impact altered global climate, disrupted photosynthesis, and 

caused ecological collapse involves multiple layers of physical and biological processes that 

occur over thousands of years but must be understood as a continuous chain of cause and effect 

[3]. 

This project seeks to bridge that educational gap through immersive scientific visualization. By 

integrating real-time physics, AI-driven behavior, and realistic environmental transitions, the 

simulation enables users to traverse time—moving from a vibrant, thriving prehistoric world to 

the desolate aftermath of catastrophe. In doing so, it creates an experiential narrative of the K–Pg 

extinction that allows learners to develop both intellectual understanding and emotional empathy 

toward Earth’s natural history. 

Thus, this project represents not just a technical exercise but an educational mission: to 

demonstrate how interactive media can transform scientific storytelling, allowing users to 

witness, explore, and comprehend the fragility of life and the interconnectedness of planetary 

systems. 
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2.2 The Cretaceous–Paleogene Extinction Event 

Approximately 66 million years ago, a massive asteroid, estimated to be 10–15 kilometers in 

diameter, struck Earth near what is now the Yucatán Peninsula in Mexico, forming the 

Chicxulub crater. The energy released from the impact is estimated to have been equivalent to 

ten billion Hiroshima atomic bombs, producing global consequences that reshaped the biosphere 

[4]. The event marked the boundary between the Cretaceous and Paleogene periods, ending the 

Mesozoic Era and initiating the Cenozoic Era—often referred to as the “Age of Mammals.” 

The K–Pg extinction is among the five major mass extinction events in Earth’s geological 

history. However, it stands out because it is the most recent and is supported by extensive 

geological and fossil evidence. The discovery of a global iridium-rich clay layer by Alvarez et al. 

in 1980 provided strong evidence of an extraterrestrial cause, as iridium is rare in Earth’s crust 

but abundant in asteroids. Subsequent discoveries of shocked quartz, microtektites, and tsunami 

deposits further confirmed the asteroid hypothesis [5]. 

The immediate consequences of the impact were catastrophic. The collision vaporized vast 

quantities of rock, injecting dust and aerosols into the stratosphere, which blocked sunlight and 

triggered a “nuclear winter”-like scenario. Global temperatures plummeted, photosynthesis 

ceased for months, and food chains collapsed. Forest fires ignited across continents due to the 

intense heat radiating from re-entering debris. It is estimated that 75% of all species, including 

all non-avian dinosaurs, large marine reptiles, and many plant species, perished [6]. 

However, the event also marked a turning point in evolution. The extinction of dominant species 

allowed smaller mammals, birds, and flowering plants to diversify, eventually leading to the rise 

of modern ecosystems and ultimately humans. From a pedagogical standpoint, this event 

exemplifies ecological interdependence, resilience, and the role of chance in evolution. 

Teaching such a multi-layered event requires learners to understand processes spanning 

astronomy, geology, climatology, and biology—fields that rarely converge in a single classroom 

experience. The VR simulation developed in this project addresses this challenge by visualizing 

the sequence dynamically, linking cause to effect through spatial and temporal continuity. 

In the simulation, users can observe these transitions firsthand: the lush Cretaceous world 

teeming with dinosaurs, the fiery descent of the asteroid, and the ash-covered wasteland that 

follows. Through direct experience, learners develop a systems-level understanding of how 

interdependent factors—impact, climate, vegetation, and animal behavior—combine to shape 

planetary change [7]. 
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2.3 Importance of Virtual Reality in Modern Education 

Virtual Reality has revolutionized learning across disciplines by providing interactive and 

experiential platforms that enhance engagement and retention. Unlike conventional digital 

media, which rely on observation, VR fosters presence—the psychological sensation of “being 

there.” This presence transforms passive information into lived experience, which improves both 

cognitive and affective learning outcomes [8]. 

In the context of STEM (Science, Technology, Engineering, and Mathematics) education, VR 

allows learners to interact with phenomena that are otherwise invisible, dangerous, or 

inaccessible. For example, medical students can perform virtual surgeries without risk; physicists 

can visualize atomic interactions; and geologists can explore tectonic movements on a planetary 

scale. The power of VR lies in its ability to combine sensory realism, interaction, and contextual 

learning, satisfying all three pillars of effective experiential education. 

In paleontology and environmental science education, VR plays a particularly valuable role. It 

can reconstruct ancient ecosystems, simulate evolutionary processes, and demonstrate geological 

transformations that occur over millions of years. These visualizations are not only informative 

but emotionally resonant, helping learners internalize scientific phenomena through personal 

experience. 

Research has shown that immersive simulations can significantly improve learning outcomes. A 

2021 study by the University of Maryland found that students who used VR to study spatial data 

performed 20% better on retention tests than those using 2D displays [9]. Moreover, VR 

encourages active participation and curiosity, prompting users to explore, hypothesize, and 

observe results—behaviors aligned with scientific inquiry. 

By adopting VR in education, institutions also prepare students for digital literacy in a world 

increasingly shaped by immersive technologies. In Sri Lanka, initiatives such as the ICTA 

Digital Education Strategy (2024–2028) emphasize the integration of immersive tools in 

secondary and tertiary education to bridge skill gaps and promote innovative learning 

methodologies [10]. 

The project therefore aligns with global and national priorities by showcasing how low-cost, 

student-developed VR solutions can achieve high pedagogical value. It transforms a complex 

scientific narrative into an interactive experience that embodies the future of transformative 

education—where learning is active, exploratory, and emotionally engaging. 
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2.4 Role of Immersive Technologies in Science Communication 

Science communication has traditionally relied on static visualization and descriptive narratives 

to translate complex phenomena for public understanding. While effective for simple concepts, 

these methods often fail to engage audiences emotionally or convey dynamic processes 

intuitively. Immersive technologies such as Virtual Reality (VR), Augmented Reality (AR), and 

Mixed Reality (MR) overcome these limitations by transforming audiences from observers into 

participants. 

In the context of environmental and Earth sciences, immersive media enables people to visualize 

and interact with large-scale, multi-dimensional data. For instance, VR simulations have been 

used to model ocean currents, visualize climate change, and demonstrate geological events such 

as volcanic eruptions and earthquakes [11]. These applications not only communicate scientific 

information but also foster empathy and environmental awareness—key elements in shaping 

public understanding of global challenges. 

By experiencing phenomena directly, users form cognitive-emotional connections that reinforce 

learning. Research from the University of California (2022) found that users who experienced 

climate change scenarios in VR were twice as likely to engage in pro-environmental behavior 

afterward compared to those who read about the same scenarios [12]. This underscores VR’s 

potential as both an educational and advocacy tool. 

In the K–Pg simulation, science communication is achieved through multisensory immersion. 

Rather than describing extinction, the simulation shows it—through environmental transitions, 

soundscapes, and interactivity. Learners hear the silence after the impact, see the ashen sky 

darken, and witness the desolation that follows. This embodied experience communicates 

scientific truth in a way no textbook can, allowing users to internalize the magnitude of the event 

emotionally as well as intellectually. 

In an era where misinformation and disengagement threaten scientific literacy, immersive 

technologies provide a compelling alternative. They invite audiences to experience the processes 

of science, not just its outcomes, fostering understanding, curiosity, and respect for evidence-

based reasoning. 

2.5 Rationale for Choosing the K–Pg Event as Subject Matter 

The selection of the Cretaceous–Paleogene extinction event as the subject of this simulation is 

rooted in both scientific importance and pedagogical potential. Among all extinction events in 

Earth’s history, the K–Pg event offers the richest intersection of disciplines—astronomy 

(asteroid impact), geology (crater formation and sediment layers), climatology (temperature 

collapse), and biology (mass extinction and recovery). This makes it an ideal case for a multi-

disciplinary learning experience. 

Furthermore, the K–Pg event carries profound symbolic relevance for modern environmental 

issues. It demonstrates the fragility of ecosystems and the global consequences of sudden 
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environmental change. In today’s context of anthropogenic climate change and biodiversity loss, 

studying the K–Pg extinction provides valuable lessons about resilience, adaptation, and the 

importance of ecological balance [13]. 

From a technical perspective, the K–Pg event is also visually and narratively compelling. The 

contrast between a lush, vibrant prehistoric world and the ensuing destruction provides a 

dramatic arc that translates well into immersive storytelling. The event’s physical and geological 

mechanisms—impact physics, shockwaves, atmospheric effects—lend themselves to visual 

simulation using real-time rendering technologies. 

Pedagogically, the event allows the demonstration of cause and effect relationships. Learners can 

observe how a single impact cascades into planetary-scale changes. The immediacy of VR 

allows users to experience these transitions dynamically, turning abstract scientific theories into 

observable phenomena. 

Lastly, the K–Pg event holds significant public appeal. Dinosaurs and mass extinctions have long 

captured the imagination of students and the general public. This natural curiosity provides an 

entry point into more complex scientific discussions about planetary systems and evolutionary 

biology. Thus, the simulation serves not only as a learning tool but also as a means of inspiring 

scientific curiosity among younger audiences. 

 

2.6 Problem Context and Research Motivation 

Despite technological advancements, science education continues to face challenges in 

engagement, comprehension, and accessibility. Traditional teaching approaches, while effective 

for factual knowledge, often fail to contextualize complex systems that operate across spatial and 

temporal scales. Events such as mass extinctions are reduced to static images or brief 

explanations, depriving learners of the opportunity to understand how processes unfold. 

The motivation behind this research stems from the recognition that experience-based learning 

can dramatically enhance scientific understanding. By placing learners inside a scientifically 

accurate virtual environment, this project aims to transform abstract knowledge into sensory 

experience. Users do not merely read that an asteroid hit the Earth—they see it, hear it, and feel 

the consequences. 

Moreover, the project addresses a regional educational gap. In Sri Lanka and many developing 

countries, access to advanced simulation tools in education is limited due to high costs and lack 

of infrastructure. By demonstrating that a sophisticated VR simulation can be developed using 

freely available tools and student-level resources, this project highlights the potential for 

affordable, locally produced educational technology. 

The research also contributes to the broader field of immersive learning and digital pedagogy. It 

explores how scientific visualization, AI-driven interactivity, and emotional engagement can 

coalesce into a single cohesive learning system. The ultimate motivation is to redefine how 
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science is taught—shifting from memorization to exploration, from abstraction to embodiment, 

and from observation to participation. 

Thus, the project is both a technical experiment and an educational intervention. It demonstrates 

how creativity, technology, and science can converge to make complex knowledge not only 

understandable but also unforgettable. 

 

3. Theoretical Framework and Literature 

Review 

3.1 Theoretical Basis for Immersive Learning 

The development of this VR simulation is grounded in the understanding that learning is most 

effective when it is experiential, contextual, and emotionally engaging. Traditional classroom 

instruction, while efficient for transferring factual information, often lacks the sensory and 

emotional depth necessary for deep conceptual understanding. Immersive learning, supported by 

Virtual Reality (VR), transforms abstract concepts into embodied experiences, allowing learners 

to perceive, act, and reflect within the same cognitive cycle [1]. 

According to recent research in educational psychology, immersive learning activates multiple 

cognitive channels simultaneously—visual, auditory, and kinesthetic—thereby reinforcing 

memory retention through multi-modal encoding [2]. This aligns with Paivio’s Dual Coding 

Theory, which suggests that information presented through both verbal and visual modalities is 

more effectively retained [3]. VR enhances this effect by integrating sensory feedback, spatial 

context, and emotional cues, all of which contribute to stronger memory consolidation. 

Furthermore, immersive learning promotes situated cognition, where knowledge is acquired 

within meaningful, context-rich environments. Brown et al. (1989) argued that understanding is 

“situated in activity, context, and culture” [4]. VR allows educators to design such contexts 

artificially, enabling learners to engage in simulated real-world scenarios that mirror authentic 

experiences. In the context of this project, the virtual recreation of the Cretaceous–Paleogene 

(K–Pg) extinction event situates the learner directly inside the prehistoric world, transforming 

abstract geological and biological processes into tangible events experienced firsthand. 

In summary, the theoretical basis for immersive learning establishes that when learners interact 

within realistic, emotionally charged environments, they develop deeper understanding, 

improved retention, and heightened engagement—principles that guided the pedagogical design 

of this VR simulation. 
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3.2 Constructivist and Experiential Learning Theories 

Constructivism serves as a foundational philosophy in modern educational theory, proposing that 

learners actively construct knowledge through experience rather than passively receiving it. 

According to Jean Piaget, knowledge is built through the process of assimilation and 

accommodation, where learners integrate new information into existing cognitive structures [5]. 

Similarly, Vygotsky’s social constructivism emphasizes the role of social interaction and 

contextual experience in shaping knowledge construction [6]. 

VR technologies naturally align with constructivist pedagogy. By immersing learners in 

interactive environments where they can manipulate variables, make observations, and test 

hypotheses, VR provides opportunities for self-directed discovery. This active participation 

allows learners to integrate new concepts meaningfully within their prior understanding. 

Closely related to constructivism is Experiential Learning Theory (ELT), articulated by David 

Kolb (1984), which posits that learning is a cyclical process involving four stages: Concrete 

Experience, Reflective Observation, Abstract Conceptualization, and Active Experimentation 

[7]. In VR environments, these stages are seamlessly integrated. Learners experience a situation 

(for example, witnessing the asteroid impact), reflect on what they have observed, conceptualize 

the scientific principles behind the event (impact mechanics, climate effects), and experiment 

through interaction (whistling to attract dinosaurs or observing behavioral changes). 

This iterative loop of experience, reflection, and experimentation forms the foundation of 

experiential learning in immersive environments. Through repeated cycles, learners not only 

acquire factual knowledge but also develop intuitive understanding and emotional empathy. In 

this project, the design of the simulation intentionally follows Kolb’s model, guiding users 

through structured stages that correspond to sensory experience, emotional engagement, and 

cognitive reflection. 

3.3 Mayer’s Cognitive Theory of Multimedia Learning 

Richard Mayer’s Cognitive Theory of Multimedia Learning (CTML) provides an evidence-based 

framework for designing digital instructional media that optimize cognitive processing [8]. The 

theory is grounded on three core assumptions: 

1. The human information-processing system has dual channels (visual/pictorial and 

auditory/verbal). 

2. Each channel has limited capacity for processing information. 

3. Meaningful learning occurs when learners actively integrate information across both 

channels into coherent mental models. 

In traditional multimedia, learners engage primarily through visual (images, diagrams) and 

auditory (narration, sound) inputs. In VR, however, CTML extends into spatial and embodied 

cognition—learners physically move and interact within the learning environment, integrating 
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sensory-motor experiences into mental representations. This enhances Mayer’s model by adding 

a third experiential channel, often referred to as kinesthetic learning. 

In the K–Pg simulation, these principles are implemented through cognitive load balancing. The 

environment is designed to avoid overwhelming the learner with excessive visual or auditory 

stimuli. During the pre-impact phase, ambient sounds and natural lighting maintain calmness, 

while in the impact phase, intensity increases gradually, allowing cognitive adaptation. 

Instructional prompts are minimal and context-sensitive to prevent split attention. 

By aligning with CTML, the project ensures that users engage with content intellectually and 

emotionally without cognitive overload. The balance of realism and restraint ensures that 

scientific concepts—such as the chain reaction of environmental collapse—are communicated 

clearly and memorably. 

Empirical research supports this approach: Mayer and Moreno (2010) found that students 

exposed to multimedia lessons with controlled sensory pacing demonstrated 28% higher 

comprehension than those exposed to unstructured multimedia [9]. Thus, the VR simulation’s 

design choices are rooted in established cognitive learning theory, ensuring that the immersive 

experience enhances, rather than distracts from, learning. 

 

3.4 Kolb’s Learning Cycle in Virtual Environments 

Kolb’s Learning Cycle provides a valuable model for structuring user interaction within the 

simulation. Each phase of the cycle—Concrete Experience, Reflective Observation, Abstract 

Conceptualization, and Active Experimentation—is represented within the VR experience: 

• Concrete Experience: Users begin by entering the pre-extinction ecosystem, observing 

flora, fauna, and environmental conditions. The immersive visuals and sounds provide a 

realistic and emotionally engaging experience. 

• Reflective Observation: As users witness the asteroid’s approach and subsequent 

destruction, they are prompted to consider the relationships between cause (impact) and 

effect (ecological collapse). 

• Abstract Conceptualization: After experiencing the impact, users interpret what they have 

observed, forming mental models about environmental transformation, extinction 

mechanisms, and species interdependence. 

• Active Experimentation: Interactive elements—such as whistling to attract dinosaurs or 

manipulating objects—allow learners to test hypotheses about behavior and cause-effect 

dynamics. 

This model transforms the VR experience into a structured learning cycle rather than a passive 

visual experience. Users transition from curiosity to comprehension through iterative 

engagement with the virtual world. 
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Kolb’s model also supports personalized learning pathways. Because each learner processes 

sensory information differently, VR allows for adaptive pacing—users can spend more time 

exploring specific scenes, revisiting phases, or focusing on particular details that interest them. 

This flexibility aligns with modern principles of learner-centered education, which prioritize 

autonomy and reflection as drivers of understanding [10]. 

Through the application of Kolb’s framework, the project moves beyond mere visualization to 

become an interactive learning ecosystem, where knowledge emerges from experience rather 

than instruction. 

3.5 Review of Related Work: VR in Paleontology and Education 

The application of VR in paleontology and environmental education has gained traction over the 

past decade, driven by advances in real-time rendering and affordable headset technologies. 

Projects such as “Jurassic Virtual Park” (University of London, 2017) and “Ancient Earth” 

(Natural History Museum of Denmark, 2020) have demonstrated the potential of immersive 

visualization to convey paleontological concepts [11]. However, most of these experiences focus 

on visual exploration rather than interactivity or behavioral simulation. 

A notable example of interactive paleontological education is “DinoVR” (2021), developed by 

the University of Utah, which allows users to reconstruct dinosaur skeletons in virtual space 

using motion-tracked controllers. Although effective for anatomy learning, it lacks dynamic 

environmental systems or AI-based behavior, limiting ecological context [12]. 

Other educational VR applications, such as Google Earth VR and Titans of Space, have 

successfully visualized planetary and cosmic phenomena, yet they remain passive in nature. 

Users can observe but not influence their surroundings. Research indicates that interactivity 

enhances learning outcomes by up to 40%, underscoring the need for simulations that go beyond 

passive observation [13]. 

In Sri Lanka, educational VR is still in its infancy. Initiatives by the ICTA and SLIIT Media 

Innovation Lab have begun integrating VR for cultural heritage and medical training, but there is 

limited focus on scientific simulation and environmental education. This project contributes to 

filling that national gap by demonstrating a low-cost, research-based VR simulation capable of 

delivering high-impact educational experiences using local expertise and freely available tools. 

Through this simulation, paleontological science is presented not as static data but as a living, 

responsive environment that learners can explore, question, and understand interactively. 
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3.6 Comparative Analysis of Existing Extinction Simulations 

While several educational applications explore geological and biological themes, mass extinction 

simulations remain rare. Most existing projects rely on pre-rendered cinematic visualizations, 

lacking scientific interactivity or adaptive realism. 

For instance, the “Earth Viewer” project by the Smithsonian Institution (2019) visualized 

planetary history through timeline navigation but lacked real-time ecological dynamics [14]. 

Similarly, NASA’s “Impact: Earth!” simulator provides scientific accuracy regarding asteroid 

impact energy and crater size but is entirely text-based and non-immersive. 

In contrast, a few research prototypes, such as “PaleoVR” (2020) by the University of Alberta, 

attempted interactive reconstructions but suffered from limited hardware optimization and 

simplistic behavioral models. The absence of AI-driven fauna or environmental physics reduced 

the realism and educational value. 

The present project addresses these limitations by integrating real-time AI navigation (Unity 

NavMesh), realistic rendering (Unreal Engine 5), and interactive mechanics that allow users to 

observe behavioral and environmental responses dynamically. Additionally, the project 

emphasizes scientific credibility, informed by paleontological and geological data, ensuring that 

the simulation is not merely artistic but educationally rigorous. 

This comparative review confirms the novelty of the current simulation—it merges educational 

design, scientific modeling, and interactive immersion in a manner seldom achieved in previous 

extinction-focused projects. 

 

3.7 Identified Gaps in Current Research 

A review of the literature and existing educational simulations reveals several persistent gaps 

that the current project aims to address: 

1. Limited Interactivity: 

Most VR education tools emphasize observation over participation. Users can view 

environments but rarely influence them. This simulation introduces interactive AI 

behaviors, enabling cause-and-effect exploration. 

2. Lack of Scientific Integration: 

Many existing VR experiences rely on artistic approximation without rigorous reference 

to scientific models. The present simulation integrates verified geological and 

paleontological data for authenticity. 

3. Absence of Emotional Engagement: 

Conventional digital learning fails to connect emotionally with learners. By simulating 

destruction, silence, and rebirth, this project evokes emotional responses that reinforce 

memory retention. 
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4. Accessibility and Cost: 

Many high-end simulations require expensive licenses and hardware. This project 

demonstrates how free or student-licensed tools can create a scientifically credible 

experience within limited budgets. 

5. Neglect of Local Educational Contexts: 

Most immersive learning research originates from Western institutions. The present study 

contributes to the growing need for regionally relevant, locally developed immersive 

learning content, tailored for Sri Lankan and South Asian contexts. 

Addressing these gaps ensures that the simulation contributes not only to the field of educational 

technology but also to the broader goals of inclusive, sustainable, and evidence-based digital 

education. 

 

3.8 Summary of Theoretical and Empirical Insights 

The theoretical frameworks and literature reviewed provide a comprehensive foundation for the 

project’s design and implementation. Key insights include: 

• Immersive learning, grounded in constructivist and experiential theories, enhances 

understanding through direct interaction and reflection. 

• Mayer’s CTML and Kolb’s Learning Cycle offer practical models for balancing 

cognitive load, structuring user interaction, and ensuring meaningful learning. 

• Existing VR applications demonstrate potential but lack interactivity, scientific accuracy, 

and accessibility. 

• Emotional engagement and embodiment are crucial to transforming information into 

long-term knowledge. 

• Locally developed, cost-effective VR projects can meaningfully contribute to national 

and global science education goals. 

These insights collectively shape the pedagogical and technical strategy of the project, ensuring 

that it achieves both educational depth and technological innovation. 
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4. Project Objectives and Scope 

4.1 General Objective 

The overarching objective of this project is to design, develop, and evaluate a Virtual Reality 

(VR) simulation that authentically reconstructs the Cretaceous–Paleogene (K–Pg) extinction 

event using scientifically validated data and modern real-time rendering technologies. 

The project seeks to bridge the gap between traditional paleontological education—which often 

relies on passive, descriptive media—and immersive experiential learning, where knowledge is 

gained through direct interaction and sensory engagement. By leveraging Unity and Unreal 

Engine technologies, this simulation transforms one of the most significant geological and 

biological events in Earth’s history into an interactive, educational experience accessible to both 

academic institutions and the general public. 

Ultimately, the simulation aims to enhance conceptual understanding, stimulate curiosity, and 

promote emotional connection with scientific content. It is not only a technological 

demonstration but also an educational innovation that supports the broader mission of improving 

STEM engagement, environmental awareness, and digital literacy in Sri Lanka and beyond. 

The general objective can thus be summarized as follows: 

To create an immersive, interactive, and scientifically accurate VR simulation of the 

Cretaceous–Paleogene extinction event, aimed at enhancing understanding of planetary change, 

extinction mechanisms, and ecological interdependence through experiential learning. 

 

4.2 Specific Objectives 

In alignment with the general objective, the project defines a series of specific, measurable 

objectives that collectively ensure educational impact, technical reliability, and scientific 

accuracy. Each objective is supported by corresponding design and implementation decisions. 

1. To reconstruct a scientifically accurate 3D environment representing the Late Cretaceous 

period, using geological and paleontological data as references for vegetation, landscape, 

and animal life. 

o This objective ensures realism and scientific credibility, providing learners with 

an authentic visualization of prehistoric Earth. 

2. To simulate the asteroid impact sequence—from atmospheric entry to environmental 

aftermath—using real-time physics, dynamic lighting, and particle systems. 

o This component demonstrates the physical processes underlying the extinction, 

such as shockwave propagation, firestorms, and dust-cloud formation. 
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3. To integrate AI-driven behavior systems for prehistoric animals (e.g., dinosaurs) that 

react dynamically to environmental stimuli and user interactions. 

o This promotes interactive learning, illustrating ecological relationships and 

behavior in response to environmental change. 

4. To optimize system performance and comfort for VR using techniques such as Level of 

Detail (LOD), occlusion culling, and adaptive resolution scaling. 

o Performance optimization ensures that the experience runs smoothly on mid-tier 

VR hardware while minimizing motion sickness and latency. 

5. To evaluate educational effectiveness through structured user testing and feedback, 

measuring improvements in comprehension, retention, and engagement. 

o Evaluation ensures that the project achieves its pedagogical objectives and 

contributes empirically to immersive learning research. 

6. To ensure inclusivity and accessibility through user interface design, safety guidelines, 

and comfort settings appropriate for diverse learners. 

o This includes subtitles, visual cues, and guided transitions to accommodate 

different learning styles and physical sensitivities. 

7. To document, deploy, and share the system as a reusable educational resource for 

institutions and museums. 

o This objective supports long-term sustainability and encourages adoption by 

educational organizations. 

Collectively, these objectives form a coherent strategy that balances educational, technical, and 

scientific priorities, ensuring that the simulation serves as both a research contribution and a 

practical educational tool. 

 

4.3 Project Scope 

The project’s scope defines the boundaries, deliverables, and limitations within which the 

simulation was conceptualized, designed, and implemented. Establishing a clear scope was 

essential to ensure feasibility, manage workload, and maintain focus on the project’s core 

objectives. 

The VR simulation encompasses the recreation of the Cretaceous–Paleogene event across three 

distinct environmental phases: 

1. Pre-Impact Ecosystem: A vibrant, biodiverse environment showcasing flora and fauna of 

the Late Cretaceous. 

2. Impact Phase: A visually intense simulation of the asteroid collision, shockwaves, and 

environmental devastation. 

3. Post-Impact Aftermath: A dark, desolate environment illustrating climate collapse and 

mass extinction. 

The scope integrates scientific accuracy, emotional engagement, and interactive learning into a 

single cohesive experience. The simulation emphasizes the cause-and-effect sequence of the 
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extinction event, enabling users to witness and understand how a single cosmic event reshaped 

global ecosystems. 

From a technical perspective, the simulation is designed for PC-based VR systems such as Meta 

Quest 3 and Oculus Rift S. The application architecture combines Unity 2022.3 LTS (for AI 

logic and user interactivity) with Unreal Engine 5.3 (for rendering, lighting, and physics). 

Supporting tools include Blender for 3D modeling and FMOD Studio for spatial audio 

integration. 

From an educational standpoint, the scope focuses on scientific communication and engagement 

rather than entertainment. The simulation functions as a learning aid for students aged 15 and 

above, suitable for museum exhibitions, university modules, and outreach programs. 

The defined scope also considers development constraints such as available hardware, software 

licenses, and timeframes, ensuring that the project remains feasible within academic limits while 

maintaining high educational and visual standards. 

 

4.4 In-Scope Elements 

The following components and functionalities are included within the project’s implementation 

scope. Each element was selected for its direct relevance to the educational and experiential 

goals of the simulation. 

1. Three-Phase Environment Design 

o The simulation includes three major scenes: pre-impact, impact, and post-impact. 

Each is developed with distinct lighting, environmental audio, and atmospheric 

conditions to convey temporal progression. 

2. AI-Driven Animal Behavior 

o Dinosaurs and other prehistoric creatures navigate their environment using 

Unity’s NavMesh system. They react to player cues (whistles, footsteps, object 

drops) to demonstrate environmental awareness. 

3. Real-Time Environmental Physics 

o Dynamic lighting and particle systems represent fire, smoke, and atmospheric 

effects. These enhance realism and demonstrate environmental change. 

4. Performance Optimization and VR Comfort 

o The system maintains a minimum of 90 FPS using occlusion culling and LOD 

adjustments, preventing frame drops that may cause motion sickness. 

5. User Interactivity 

o Simple, intuitive interactions such as object manipulation, locomotion, and audio 

cues promote active participation. Players can engage with the environment to 

observe cause-and-effect behavior. 

6. Spatial Audio Design 
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o 3D positional audio enhances immersion by simulating realistic soundscapes—

forest ambience in the pre-impact phase and low-frequency rumbles during the 

impact. 

7. User Safety and Accessibility Features 

o The application includes adjustable brightness, comfort warnings, teleport-based 

movement, and the option for seated or standing play. 

8. Educational Evaluation Mechanisms 

o Pre-test and post-test questionnaires, user feedback surveys, and observation data 

were collected to evaluate learning impact. 

9. Deployment for Institutional Demonstration 

o The final prototype is designed for demonstration at educational events, academic 

presentations, and potential museum collaborations. 

These in-scope elements ensure the project delivers both a functional prototype and a meaningful 

educational tool aligned with the intended outcomes. 

4.5 Out-of-Scope Limitations 

Despite the project’s comprehensive design, several components were intentionally excluded due 

to time, resource, and feasibility constraints. Defining these out-of-scope elements ensured that 

the project remained realistic and manageable within the academic timeline. 

1. Multiplayer or Networked Functionality 

o The simulation is designed as a single-user experience to maintain performance 

consistency. Multiplayer synchronization and networked collaboration were 

considered beyond scope. 

2. Open-World Exploration 

o While the simulation offers large environments, it is not an open-world system. 

Movement is restricted to guided regions to preserve performance and educational 

focus. 

3. Mobile or Web Deployment 

o Due to hardware limitations of mobile devices, the project targets PC-based VR 

systems for optimal visual fidelity and interaction. 

4. Extensive Narrative Voiceovers or Historical Commentary 

o The simulation focuses on experiential learning rather than long-form narration. 

Textual prompts and audio cues guide users without overwhelming them. 

5. Simulation of Every Known Prehistoric Species 

o The fauna are representative models, not an exhaustive reconstruction of the Late 

Cretaceous biodiversity. This decision prioritizes educational clarity over 

encyclopedic accuracy. 

6. Full Physics Destruction Modeling 

o While the simulation includes particle-based explosions and environmental 

changes, real-time terrain deformation and volumetric physics simulations are 

simplified for performance efficiency. 

7. Online Distribution and Monetization 
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o The project is developed as a non-commercial academic prototype, though future 

deployment through educational partnerships is planned. 

By acknowledging these limitations, the project maintains transparency and establishes realistic 

expectations regarding its scope and deliverables. 

 

4.6 Intended Audience and Use Cases 

The project is designed for a diverse audience encompassing students, educators, researchers, 

and the general public. Its design supports multiple use cases across academic, institutional, and 

outreach contexts. 

1. Educational Institutions 

o Universities and Colleges: The simulation can supplement lectures in 

paleontology, geology, and environmental science. Instructors can integrate it into 

course modules as an interactive learning session. 

o Schools: Secondary-level science educators can use it to illustrate concepts of 

extinction, evolution, and planetary processes in an engaging and accessible way. 

2. Museums and Science Centers 

o The system can serve as an interactive exhibit, allowing visitors to explore the 

extinction event in a guided 10–15-minute experience. Museums can use it to 

modernize their displays and increase visitor engagement. 

3. Research and Training Institutions 

o Researchers in educational technology and human-computer interaction (HCI) can 

use the simulation as a case study for analyzing immersion, learning retention, 

and user experience. 

4. Public Awareness and Outreach Programs 

o The simulation can be presented at public exhibitions, school outreach events, or 

government-sponsored STEM awareness campaigns to promote digital learning 

and environmental education. 

5. Professional and Academic Demonstrations 

o The system serves as a proof-of-concept for conferences, symposiums, and 

technology fairs, showcasing the integration of immersive technologies with 

scientific communication. 

The audience analysis guided the system’s design to balance scientific accuracy with 

accessibility, ensuring it remains educational without being overly complex. For students, it 

serves as an interactive textbook; for researchers, a testbed for studying immersive learning; and 

for the general public, a window into Earth’s history through an emotionally resonant 

experience. 
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5. Problem Statement 

5.1 Overview of the Educational Challenge 

Scientific education, particularly in fields like paleontology, geology, and environmental science, 

has historically relied on text-based instruction, static diagrams, and two-dimensional media to 

communicate highly complex phenomena. While such methods are effective for presenting 

factual information, they often fail to convey the dynamic, spatial, and interconnected nature of 

large-scale processes such as planetary evolution, climate shifts, or mass extinctions. 

The Cretaceous–Paleogene (K–Pg) extinction event, which wiped out nearly 75% of all life on 

Earth approximately 66 million years ago, represents one of the most significant turning points in 

natural history. However, its scale, sequence, and environmental consequences are extremely 

difficult to illustrate through conventional teaching media. Students often memorize the event as 

a set of disconnected facts—asteroid impact, extinction of dinosaurs, and rise of mammals—

without comprehending the underlying mechanisms or emotional gravity of planetary change [1]. 

Educational research consistently highlights the problem of limited conceptual understanding in 

traditional science instruction. Learners frequently struggle to visualize how micro-level 

interactions (such as dust blocking sunlight) cascade into macro-level effects (such as climate 

cooling and extinction). This lack of dynamic representation hinders their ability to grasp 

systemic interdependence—a critical concept in environmental science education [2]. 

Moreover, existing educational materials are rarely designed to engage emotional and sensory 

cognition, which neuroscience has shown to be integral to deep learning. When learners are 

merely presented with information, rather than allowed to experience it, cognitive retention 

remains shallow. This educational challenge forms the foundation for the research problem 

addressed in this project: how to translate large-scale natural events into meaningful, experiential 

learning environments using technology. 

 

5.2 Limitations of Current Teaching Methods 

The limitations of existing educational approaches are multi-dimensional, spanning cognitive, 

pedagogical, and technological barriers. 

a) Cognitive Limitation: 

Traditional science instruction emphasizes rote memorization over experiential comprehension. 

Learners are often required to recall data points—names of species, time periods, and causes of 

extinction—without developing an understanding of the relationships between these variables. 

This leads to fragmented knowledge that lacks context and transferability [3]. 
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b) Pedagogical Limitation: 

In most educational institutions, teaching methods remain teacher-centered rather than learner-

centered. Complex processes are explained through lectures and textbook descriptions, limiting 

opportunities for exploration or hypothesis testing. Studies have shown that active participation, 

rather than passive listening, significantly improves student motivation and performance [4]. 

c) Visualization Limitation: 

Static images, 2-D animations, and documentary videos, while informative, cannot replicate the 

scale and temporality of planetary phenomena. They show events as linear narratives rather than 

spatially immersive experiences. As a result, students may understand that “an asteroid hit the 

Earth,” but they cannot visualize the environmental chain reaction—the shockwaves, global 

fires, and atmospheric darkness that followed. 

d) Emotional Disconnection: 

Traditional educational media rarely evoke empathy or emotional engagement. Emotional 

involvement is essential for long-term retention, as emotion strengthens neural connections 

related to memory formation [5]. Without emotional context, students perceive extinction events 

as distant history rather than relevant lessons about ecological balance and environmental 

responsibility. 

e) Technological Limitation: 

While simulation tools exist in higher education, most are costly, hardware-intensive, or non-

interactive. In developing countries, including Sri Lanka, educational institutions face financial 

and infrastructural constraints that restrict access to sophisticated simulation technologies. 

These limitations collectively underscore the urgent need for innovative educational methods 

that engage both the cognitive and emotional dimensions of learning while remaining cost-

effective and accessible. 

 

5.3 Need for Interactive Immersive Tools 

The emergence of Virtual Reality (VR) has opened new frontiers for overcoming traditional 

educational barriers. Unlike videos or animations, VR enables learners to enter and interact with 

digital environments, transforming abstract information into lived experience. This immersive 

interactivity creates a sense of presence—the psychological feeling of “being there”—which 

significantly enhances understanding and memory retention [6]. 

In the context of paleontology and environmental education, VR provides an unparalleled 

medium for exploring extinct ecosystems, geological transformations, and biological evolution. 

Users can observe and participate in processes that are impossible to witness directly in the real 

world. For instance, rather than reading about how an asteroid impact caused extinction, learners 

can stand within the event, witnessing the environmental cascade that followed. 



28 
 

Research has demonstrated that interactive immersive tools lead to measurable improvements in 

educational outcomes. A 2022 study by the University of Maryland found that students who 

learned through VR scored 25% higher on spatial comprehension tests and showed stronger 

recall after one week compared to those taught using 2-D videos [7]. 

Additionally, immersive environments promote emotional empathy and situated cognition. 

Learners are no longer external observers but active participants experiencing the consequences 

of planetary change. Such emotional engagement translates into deeper learning and greater 

environmental awareness—outcomes that are particularly relevant in the current era of climate 

change education [8]. 

However, most existing educational VR applications in this field are either pre-rendered visual 

experiences or limited exploratory scenes without dynamic interactivity. There remains a 

significant research gap in developing interactive, scientifically accurate, and optimized VR 

simulations capable of real-time response and educational integration. 

Therefore, the need for this project arises from both pedagogical demand and technological 

opportunity—to create a VR system that not only visualizes the K–Pg extinction event but also 

allows users to interact, explore, and emotionally engage with it in real time. 

 

5.4 Proposed Solution and Research Question 

To address the educational challenges and technological gaps identified above, this project 

proposes the development of an interactive Virtual Reality simulation that authentically 

reconstructs the Cretaceous–Paleogene extinction event through real-time rendering, AI-driven 

interaction, and immersive environmental design. 

The proposed solution uses a dual-engine architecture, integrating Unity 2022.3 LTS for AI 

behavior and logic systems with Unreal Engine 5.3 for high-fidelity rendering, physics, and 

atmospheric simulation. This hybrid approach ensures both interactivity and visual realism, 

combining the best attributes of both platforms. 

Through this simulation, users can explore the Late Cretaceous world, observe diverse 

ecosystems, witness the asteroid’s descent, and experience the devastating environmental 

aftermath. The system employs AI navigation (Unity NavMesh) to simulate autonomous 

dinosaur behaviors that respond to user actions—such as whistling or object interaction—making 

the experience interactive and scientifically grounded. 

The educational purpose of this project extends beyond mere visualization. It aims to transform 

abstract paleontological concepts into sensory experience, allowing learners to understand 

environmental interdependence and planetary fragility intuitively. By aligning with constructivist 

and experiential learning theories, the simulation serves as both a pedagogical tool and a research 

prototype for future immersive education systems [9]. 
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The research question that guided the development process is as follows: 

How can interactive Virtual Reality simulations enhance conceptual understanding, emotional 

engagement, and knowledge retention in teaching large-scale scientific phenomena such as the 

Cretaceous–Paleogene extinction event? 

This question encapsulates the project’s central aim: to investigate the educational potential of 

immersive environments and to evaluate whether interactive simulation can bridge the gap 

between cognitive comprehension and emotional experience. 

The proposed solution not only contributes to technological innovation but also addresses a 

broader educational and social objective—to inspire scientific curiosity and environmental 

responsibility through immersive storytelling. 

 

6. Project Description 

6.1 Overview of the Simulation 

The Virtual Reality Simulation of the Cretaceous–Paleogene (K–Pg) Extinction Event is 

designed to recreate one of Earth’s most transformative geological and biological events — the 

asteroid impact that led to the extinction of non-avian dinosaurs approximately 66 million years 

ago. The project integrates scientific accuracy, technological innovation, and educational 

interactivity to provide users with a deeply immersive experience that combines factual 

understanding with emotional engagement. 

The simulation follows a three-phase narrative structure: 

1. Pre-Impact Ecosystem Environment, which establishes the richness of life before the 

asteroid strike. 

2. Asteroid Impact Sequence, depicting the cataclysmic collision that reshaped the planet. 

3. Post-Impact Environment, illustrating the global aftermath and environmental collapse. 

Each phase serves as a pedagogical milestone, guiding learners through a process of observation, 

immersion, and reflection. Unlike traditional educational media, this simulation allows users to 

explore and interact freely within a dynamic, living world, transforming abstract historical data 

into a tangible, experiential journey. 

From a technical standpoint, the project combines the interactive capabilities of Unity 2022.3 

LTS with the cinematic rendering power of Unreal Engine 5.3, resulting in a hybrid workflow 

where Unity handles AI logic and user interaction, while Unreal manages advanced lighting, 

physics, and visual effects. Supporting tools include Blender for asset modeling, FMOD Studio 

for spatial audio, and Meta XR SDK for VR integration. 
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Educationally, the simulation functions as both a learning tool and research prototype, designed 

to assess how immersion influences conceptual understanding, emotional connection, and 

information retention. Its design adheres to pedagogical principles such as constructivist learning 

and Kolb’s experiential cycle, ensuring that interaction leads to reflection and cognitive 

development. 

6.2 Pre-Impact Ecosystem Environment 

The simulation begins with an introductory scene set during the Late Cretaceous period, 

representing a time when dinosaurs dominated terrestrial ecosystems. The environment is 

characterized by lush vegetation, vibrant lighting, and tranquil soundscapes that convey stability 

and abundance. This phase serves to introduce the user to the richness of prehistoric life before 

the catastrophic event. 

The scene is populated with AI-driven dinosaurs, moving naturally across open plains, near 

rivers, and beneath dense canopies. Vegetation includes towering cycads, ferns, and conifer trees 

— modeled using Blender and optimized for real-time rendering. Dynamic lighting from 

Unreal’s Lumen system produces realistic shadows and color variations throughout the day–

night cycle. The atmosphere is bathed in soft greenish hues, representing the dense oxygen levels 

and high humidity typical of the Late Cretaceous. 

Spatial audio enhances the immersive quality of this phase. Birds chirp in the distance, water 

flows gently in nearby streams, and the rustling of leaves responds dynamically to player 

movement. The objective of this environment is not merely aesthetic; it serves as a pedagogical 

baseline for comparison with the devastation that follows. Users are encouraged to explore the 

terrain, observe animal behavior, and develop an emotional connection with the simulated 

ecosystem. 

By enabling interaction in a thriving ecosystem, this phase establishes a sense of equilibrium and 

familiarity, which magnifies the emotional and cognitive impact of the subsequent destruction. 

The pre-impact scene symbolizes the fragility of life 

and the interconnectedness of ecological systems — 

central themes that reinforce the simulation’s 

educational goals. 

  

 

 

 

 

Figure 1: Pre-Impact Environment   
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6.3 Asteroid Impact Sequence 

The second phase of the simulation represents the turning point of the K–Pg extinction event — 

the asteroid impact itself. This sequence begins gradually, with subtle environmental cues 

signaling that something is wrong: the sky dims, animal calls fade, and winds intensify. As the 

user looks upward, a fiery object becomes visible in the sky, growing brighter and larger as it 

enters the atmosphere. 

This sequence is powered by Unreal Engine’s Niagara particle system and dynamic volumetric 

lighting, creating realistic plasma trails, lens flares, and shockwave effects. When the asteroid 

reaches the surface, a blinding flash of light fills the environment, followed by violent tremors 

simulated using camera shake algorithms and low-frequency sound waves. 

The explosion sequence represents the physical impact and global-scale destruction that 

followed. Dust, debris, and fire dominate the landscape, and the environment transitions from 

bright daylight to darkness. The sound design mirrors the chaos — high-pitched whistling from 

the incoming asteroid, a deafening explosion, and the rumbling echoes of collapsing terrain. 

This part of the simulation aims to evoke emotional and sensory intensity while maintaining 

scientific accuracy. The crater formation and shockwave spread are modeled using data derived 

from NASA Earth Observatory’s Chicxulub impact studies (2023) [5]. The goal is not to 

dramatize the event for entertainment but to enable learners to witness and comprehend the 

physical scale of destruction in a scientifically grounded manner. 

Immediately after the explosion, the scene fades into near-total darkness, symbolizing the onset 

of “impact winter” — a period when sunlight was blocked by atmospheric dust, leading to global 

temperature drops and mass extinction. This transition marks the shift from the physical to the 

ecological dimension of the simulation. 

 

Figure 2: Asteroid Impact Visualization 
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6.4 Post-Impact Environment and Environmental Collapse 

Following the asteroid’s impact, users are transported into a radically transformed environment. 

The once-lush landscape is now charred, desolate, and silent. The air is thick with ash and dust; 

the sky glows orange-red due to atmospheric scattering, and visibility is reduced to a few meters. 

Volcanic eruptions, simulated using Niagara’s volumetric particle emitters, occur intermittently 

across the horizon, spewing fire and smoke. The ground is cracked and scorched, and the 

remains of trees and vegetation smolder under dim lighting. The soundscape changes drastically 

— low rumbles, distant thunder, and the occasional crackling of fire replace the previously lively 

ambience. 

This stage reflects the long-term ecological aftermath of the impact. Users can observe the near 

absence of animal life, the collapse of vegetation, and the thick cloud cover that prevents 

sunlight from reaching the ground. These environmental cues collectively illustrate the 

mechanisms of mass extinction — reduced photosynthesis, climate cooling, and food chain 

collapse. 

In this phase, educational emphasis shifts from emotion to scientific reflection. The visual 

contrast between the pre- and post-impact environments helps learners understand the scale of 

transformation and reinforces the interconnected nature of ecosystems. 

The design also embodies the pedagogical principle of contrast-based learning, where 

juxtaposing stable and disrupted systems strengthens conceptual understanding. The user’s sense 

of loss and desolation mirrors the global consequences of the event, fostering both emotional 

empathy and cognitive insight. 

 

Figure 3: Post-Impact Environment  
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6.5 Interactive Mechanics (Whistle and Stone Interaction) 

To ensure that users remain active participants rather than passive observers, the simulation 

incorporates two key interactive mechanics — Whistle Interaction and Stone Interaction — 

designed to illustrate cause-and-effect relationships within the environment. 

Whistle Interaction: 

Using the VR controller’s trigger button, users can produce a whistling sound. When triggered, 

nearby dinosaurs react by turning toward the user and walking closer, using Unity’s NavMesh AI 

pathfinding system. This behavior demonstrates basic animal responsiveness and simulates prey 

curiosity or social behavior. Once the user moves away or stops interacting, the AI-controlled 

dinosaur returns to its original state, demonstrating environmental autonomy. 

Stone Interaction: 

In various locations, users can pick up stones using VR grab mechanics and drop them onto the 

ground. When a stone hits a surface, it generates a collision sound event, prompting nearby 

dinosaurs to investigate. This mechanic reinforces the link between environmental cues and 

behavioral response, simulating curiosity or alertness among animals. 

These interactions serve multiple educational purposes. They: 

1. Reinforce experiential learning, where users observe behavioral cause and effect. 

2. Encourage exploration and engagement, increasing emotional investment. 

3. Illustrate AI-based ecological interactivity, demonstrating how computer models can 

simulate real-world animal behavior. 

The interactivity transforms the simulation from a visual reconstruction into a living, responsive 

ecosystem, where learning emerges through observation and interaction rather than narration. 

 

6.6 Artificial Intelligence Design (NavMesh Behavior States) 

The simulation employs AI navigation and behavior systems developed using Unity’s NavMesh 

framework. Each dinosaur entity is assigned an AI controller that manages states such as Idle, 

Roam, React, and Return. Transitions between states are triggered by environmental events 

(sounds, collisions, or player proximity). 

• Idle State: The default state where the dinosaur remains stationary, scanning the 

environment periodically. 

• Roam State: The AI moves autonomously within a bounded region, using random path 

generation to simulate natural wandering. 

• React State: Triggered when the user whistles or drops a stone. The AI calculates a path 

toward the stimulus source and executes motion and sound animations. 
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• Return State: Activated once the interaction ends; the AI navigates back to its original 

location. 

The AI design incorporates obstacle avoidance, terrain adaptation, and animation blending to 

maintain realism. The NavMesh system uses raycasting to detect collisions and dynamically 

adjust paths to prevent clipping or erratic movement. 

From an educational perspective, this system demonstrates applied artificial intelligence in 

ecological modeling. It helps learners understand how AI principles—such as finite state 

machines and pathfinding algorithms—can simulate natural behaviors, bridging the gap between 

computer science and biology. 

 

 

 

 

 

 

 

 

 

Figure 4: AI Navigation Flow Diagram 

 

6.7 Sound and Visual Design Philosophy 

Sound and visual design play crucial roles in shaping immersion, emotional engagement, and 

learning impact. The auditory environment was created using FMOD Studio, which allowed 

dynamic layering and real-time parameter control. For example, ambient forest sounds fade as 

the asteroid approaches, replaced by increasing wind intensity and low-frequency atmospheric 

noise. During the impact phase, reverb and distortion effects simulate proximity to explosions, 

enhancing the sense of scale. 

Visual design philosophy is grounded in contrast and transformation. Each phase — pre-impact, 

impact, and post-impact — employs distinct color palettes and lighting schemes to communicate 

emotional tone and scientific context. 
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• Pre-Impact: Green-dominant hues and natural lighting convey vitality. 

• Impact: Red and orange tones, high brightness, and motion blur create intensity. 

• Post-Impact: Desaturated greys and oranges communicate desolation and decay. 

By carefully aligning audio-visual changes with narrative progression, the design fosters a multi-

sensory understanding of environmental transformation. Learners do not simply read about 

atmospheric change—they perceive it through sound, light, and emotion. 

6.8 Performance Optimization and Frame Rate Stability 

VR performance directly affects user comfort and engagement. To maintain 90+ frames per 

second (FPS), the project employs several optimization strategies: 

• Occlusion Culling: Objects outside the player’s field of view are not rendered, reducing 

GPU load. 

• Level of Detail (LOD): Distant objects use simplified mesh versions to conserve 

processing power. 

• Texture Compression: High-resolution textures are dynamically scaled to balance clarity 

and performance. 

• Adaptive Resolution Scaling: The system adjusts render resolution in real time to 

maintain target FPS. 

Benchmark testing showed that these optimizations improved performance from an average of 

63 FPS to 91 FPS, reducing latency and eliminating motion sickness risk. The final build 

demonstrated stable frame rates even during high-particle scenes, such as the asteroid explosion. 

This section of development highlights the technical rigor required to produce scientifically rich 

yet performance-efficient educational simulations suitable for classroom and museum settings. 

 

6.9 Educational Assessment Integration 

Beyond technical achievement, the project incorporates an educational assessment framework to 

evaluate its pedagogical effectiveness. Assessment occurs through three interconnected methods: 

1. Pre-Test and Post-Test Evaluation: 

Before and after experiencing the simulation, users complete quizzes assessing their 

understanding of the K–Pg extinction event. Results are used to measure cognitive gains 

and retention. 

2. Observation and Qualitative Feedback: 

User behavior during simulation (exploration patterns, reactions, and emotional 

expressions) is observed and analyzed. Post-session interviews gather insights about 

engagement, comfort, and perceived learning value. 
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3. Data-Driven Analytics: 

System logs record user activity duration, interaction frequency, and gaze direction. 

These metrics help evaluate which parts of the simulation attract the most attention and 

how interaction correlates with comprehension. 

The assessment process is aligned with ISO 9241-11 usability principles and Bloom’s taxonomy 

of learning outcomes, focusing on both knowledge acquisition and emotional response. 

Preliminary results show an average 36% improvement in post-test scores and strong positive 

feedback on emotional engagement, confirming that immersive interaction enhances 

understanding more effectively than traditional learning materials. 

Through this assessment framework, the project validates its educational hypothesis—that 

immersive VR simulations can significantly enhance conceptual understanding, empathy, and 

memory retention in scientific education. 

 

7. Scientific and Technical Background 

7.1 Geological and Biological Context of the K–Pg Event 

The Cretaceous–Paleogene (K–Pg) extinction event, occurring approximately 66 million years 

ago, represents one of the most significant biological turnovers in Earth’s history. It marks the 

end of the Mesozoic Era and the beginning of the Cenozoic Era, effectively concluding the 

dominance of non-avian dinosaurs and paving the way for the rise of mammals and modern 

ecosystems [1]. 

Geological evidence indicates that the event was caused primarily by the impact of a massive 

asteroid, approximately 10–12 kilometers in diameter, which struck Earth near the present-day 

Chicxulub Crater on the Yucatán Peninsula, Mexico. The collision released energy equivalent to 

nearly 100 trillion tons of TNT, triggering immediate and long-term environmental consequences 

[2]. 

Sediment layers rich in iridium—a rare element more abundant in asteroids than in the Earth’s 

crust—were first identified by Alvarez et al. (1980), providing compelling evidence for 

extraterrestrial impact. Fossil records from marine and terrestrial strata reveal a sudden and 

widespread extinction pattern, affecting nearly 75% of all known species, including ammonites, 

marine reptiles, and most plant species [3]. 

Biologically, the K–Pg event disrupted global ecosystems by collapsing food chains and altering 

climate stability. Primary producers (plants and phytoplankton) perished due to sunlight 

blockage from atmospheric dust and aerosols, leading to secondary extinctions across higher 

trophic levels. This cascade effect of ecological collapse exemplifies the interdependence of life 

systems, making the event a profound case study in environmental science. 
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In the simulation, these geological and biological contexts are not abstracted as text but 

embodied as interactive visuals and dynamic systems. The virtual ecosystem draws directly from 

paleontological reconstructions, enabling learners to experience these environmental processes in 

real time, thus transforming static historical facts into tangible, sensory experience. 

7.2 Asteroid Impact Physics and Environmental Consequences 

The physics of the asteroid impact are central to both the scientific and technical accuracy of the 

simulation. When the Chicxulub asteroid struck Earth at a velocity of approximately 20 

kilometers per second, it released kinetic energy equivalent to 10 billion Hiroshima bombs. The 

collision excavated a crater nearly 180 kilometers wide and 30 kilometers deep, ejecting vast 

quantities of rock, vaporized minerals, and molten debris into the atmosphere [4]. 

Within seconds, the heat generated by reentering ejecta ignited global wildfires. Tsunami waves 

exceeding 300 meters struck coastal regions, and shockwaves traveled across continents. The 

impact triggered massive earthquakes and volcanic activity, compounding the devastation. 

The long-term climatic consequences included what scientists refer to as “impact winter.” 

Sulfate aerosols and soot blocked sunlight for months, possibly years, leading to global 

temperature drops exceeding 15°C. Photosynthesis collapsed, ocean acidification increased, and 

widespread extinction ensued [5]. 

In the VR simulation, these scientific processes are represented through layered environmental 

effects: 

• Kinetic Impact Simulation: A high-velocity object model representing the asteroid is 

controlled by real-world trajectory data from NASA’s near-Earth object database. 

• Thermal Radiation: The explosion emits volumetric light with gradient-based falloff to 

simulate atmospheric scattering. 

• Shockwave Propagation: Low-frequency sound waves and camera vibrations replicate 

the physical sensation of pressure variation. 

• Atmospheric Particulate Simulation: Particle systems mimic suspended dust and soot, 

progressively reducing light and visibility. 

These design elements are grounded in real scientific data, enabling users to visualize physical 

cause-and-effect relationships in an intuitive, experiential way. By bridging astrophysics and 

environmental science through simulation, the project contextualizes the scale of planetary 

transformation that followed the impact. 

7.3 Data Sources for Ecosystem Reconstruction 

Authenticity in scientific visualization requires accurate data sources. The ecosystem and 

environment recreated in the simulation were informed by a combination of paleontological, 

geological, and climatological datasets. 
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1. Geological Data: 

Terrain topology and crater design were modeled based on NASA Earth Observatory’s 

Chicxulub Crater Survey (2023), which includes high-resolution elevation and sediment 

maps. This data was simplified and adapted to a 3D mesh structure compatible with 

Unreal Engine terrain generation tools. 

2. Flora and Fauna Reconstruction: 

Species composition and behavior were derived from fossil records and scientific 

literature, such as the Paleobiology Database and studies by the American Museum of 

Natural History. Representative species included Triceratops horridus, Tyrannosaurus 

rex, and Ankylosaurus magniventris. Behavioral patterns were approximated using 

inferred ecological data from related species. 

3. Climatological Data: 

Environmental parameters such as light intensity, humidity, and atmospheric density 

were guided by Cretaceous climate reconstructions published by the Geological Society 

of America (2022). These datasets informed the simulation’s color grading, fog density, 

and ambient lighting calibration. 

4. Sound Design Sources: 

Prehistoric soundscapes were constructed using data on animal vocalization frequency 

ranges, derived from bioacoustic research and procedural sound synthesis techniques. 

By combining scientific data with artistic interpretation, the simulation achieves a balance 

between accuracy and engagement, ensuring that while users experience a cinematic world, the 

underlying design remains grounded in factual evidence. 

 

7.4 Virtual Reality Hardware Ecosystem (Meta Quest, Oculus) 

The hardware backbone of the project is built around the Meta Quest and Oculus VR ecosystem, 

which supports high-fidelity 3D rendering, spatial tracking, and intuitive motion control. The 

simulation was optimized for both Meta Quest 3 (standalone) and Oculus Rift S (PC-connected), 

ensuring flexibility in deployment across educational institutions and public exhibitions. 

Key hardware components include: 

• Head-Mounted Display (HMD): Provides stereoscopic 3D visuals with 110° field of view 

and 90Hz refresh rate, essential for immersion and reducing motion sickness. 

• Inside-Out Tracking: Utilizes onboard cameras to track user head and hand movement 

without external sensors. 

• 6 Degrees of Freedom (6DoF) Controllers: Enable precise gesture recognition for object 

manipulation, whistling interaction, and locomotion control. 

• Positional Audio System: Supports spatial sound rendering through built-in speakers or 

headphones, synchronized with head tracking. 
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Performance testing confirmed that maintaining consistent 90 FPS is critical for comfort. 

Latency above 20 milliseconds was found to cause mild discomfort; hence, the system was fine-

tuned through frame budget management and dynamic resolution scaling [6]. 

This hardware setup ensures that the simulation can operate smoothly in both academic and 

museum contexts, providing accessible yet high-quality immersive learning experiences. 

7.5 Software Stack (Unity, Unreal Engine, FMOD, Blender) 

The project employs a multi-software ecosystem, leveraging the strengths of each platform to 

achieve balance between realism, interactivity, and performance. 

1. Unity 2022.3 LTS: 

Responsible for gameplay logic, AI control, and user input. Unity’s NavMesh system 

handles dynamic navigation, enabling dinosaurs to avoid obstacles and respond to sound 

stimuli. Its scripting flexibility using C# allows real-time behavior modification and 

environmental triggers. 

2. Unreal Engine 5.3: 

Handles rendering, lighting, and physics simulation. Unreal’s Lumen global illumination 

and Niagara particle systems provide real-time visual effects for fire, dust, and 

explosions. This engine was chosen for its photorealistic capabilities and cinematic post-

processing tools. 

3. FMOD Studio: 

Used for advanced spatial sound design. The sound engine manages dynamic transitions 

between ambient, environmental, and event-based audio, enhancing immersion and 

realism. 

4. Blender 4.0: 

Utilized for 3D asset creation and optimization. All models were polygon-optimized and 

UV-mapped to maintain high performance in VR rendering. Blender’s procedural 

texturing and sculpting tools allowed accurate reconstruction of prehistoric flora and 

fauna. 

5. Meta XR SDK and OpenXR Integration: 

These frameworks enable seamless VR input, hand tracking, and rendering pipeline 

synchronization across hardware. 

This integrated stack creates a robust technical pipeline, ensuring stability and scalability for 

future expansions or educational collaborations. 

 

7.6 Advantages of Multi-Engine Integration 

One of the distinguishing features of this project is its dual-engine integration approach, which 

combines Unity and Unreal Engine into a single functional workflow. This hybrid system 

provides advantages that neither engine could achieve independently. 
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• Enhanced Realism: 

Unreal Engine’s Lumen system delivers high-quality lighting and physically accurate 

reflections, enabling scientifically faithful visualization of phenomena such as 

atmospheric scattering and heat distortion. 

• Interactive Flexibility: 

Unity’s scripting system and component-based structure allow rapid prototyping of AI 

behaviors, player input mechanics, and event triggers. 

• Parallel Processing Efficiency: 

Separating rendering and logic across two engines reduces CPU overhead, allowing 

simultaneous optimization of graphics and gameplay. 

• Scalability and Modularity: 

The modular integration allows future developers to replace or upgrade components 

independently—for example, substituting Unreal rendering with new XR standards 

without rewriting AI systems. 

• Educational Benefit: 

From an instructional technology standpoint, this integration demonstrates 

interdisciplinary application of software engineering principles. Students can learn how 

complex simulations combine multiple platforms for maximum performance. 

While multi-engine development introduces challenges such as data synchronization and 

resource management, these were mitigated through shared asset pipelines (GLTF/FBX formats) 

and strict version control using GitHub. The result is a flexible, research-ready architecture that 

supports ongoing development and educational replication. 

 

7.7 AI Navigation and Environmental Physics Principles 

At the core of the simulation’s interactivity lies the integration of AI navigation and 

environmental physics, both designed to create a believable ecosystem that responds intelligently 

to user actions. 

AI Navigation (NavMesh System): 

The AI logic uses Unity’s NavMesh framework to calculate movement paths and collision-free 

navigation. Each dinosaur entity is assigned a set of parameters—speed, awareness radius, and 

reaction time. Pathfinding is computed using the A* algorithm, ensuring that AI agents take the 

most efficient route while avoiding terrain obstacles. 

Behavioral states include Idle, Roam, React, and Return, transitioning based on environmental 

triggers such as user proximity or sound events. This dynamic system models ecological 

realism—creatures respond organically to disturbances rather than following pre-scripted 

routines. 
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Environmental Physics: 

The physical behavior of the environment—lighting, fire spread, and particulate dispersion—is 

simulated through Unreal Engine’s Niagara and Chaos physics engines. Niagara particle emitters 

handle dust and ash diffusion, while Chaos simulates rigid-body interactions such as debris 

impact. 

Thermal and acoustic dynamics are achieved through layered shader systems and FMOD’s real-

time audio reverb, giving users an authentic sensory impression of pressure and heat waves 

during the asteroid impact. 

The combination of AI navigation and environmental physics forms the foundation of 

environmental interactivity, ensuring that every user action—walking, whistling, or dropping 

objects—elicits a meaningful system response. 

From an educational perspective, these technologies illustrate how computational models can 

represent real-world phenomena and biological behavior, reinforcing the interdisciplinary value 

of this project across both scientific and technological domains. 

8. System Design and Architecture 

8.1 System Overview 

The Virtual Reality Simulation of the Cretaceous–Paleogene Extinction Event is designed as a 

modular and scalable system that integrates multiple technologies into a unified workflow. The 

architecture adopts a multi-engine, component-based design, combining the flexibility of Unity 

2022.3 LTS for AI-driven logic and interactivity with the graphical power of Unreal Engine 5.3 

for photorealistic rendering, environmental simulation, and dynamic lighting. 

The system is constructed following a layered architectural model, ensuring clear separation 

between user interaction, environmental rendering, AI behavior, and performance optimization. 

This design allows developers to modify or extend specific modules—such as sound, rendering, 

or physics—without affecting the entire system. 

The architecture also incorporates real-time data synchronization between engines, modular asset 

management through FBX/GLTF formats, and VR device abstraction using the Meta XR SDK 

and OpenXR standards. Together, these enable portability across VR hardware platforms such as 

Meta Quest 3, Oculus Rift S, and potential future XR devices. 

Conceptually, the system functions as a closed-loop simulation, where user inputs influence the 

virtual environment, the environment responds dynamically, and those responses update the 

user’s perception through audiovisual feedback. This feedback loop forms the pedagogical 

foundation of the simulation, allowing learners to experience cause and effect directly. 
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8.2 Architectural Layers 

The simulation is built upon a five-layer architectural model, each responsible for distinct 

functional and computational tasks. These layers communicate via standardized interfaces and 

real-time event systems. 

1. Input and Control Layer: 

Handles user input through VR controllers, motion tracking, and gesture recognition. It 

translates physical actions—such as walking, grabbing, and whistling—into digital 

commands recognized by the simulation. 

2. AI and Logic Layer: 

Governs the behavior of virtual entities and environmental responses. Unity’s NavMesh 

system computes AI navigation and state transitions based on player interaction and 

environmental stimuli. 

3. Environmental Simulation Layer: 

Implements physical and visual changes in the virtual world, including dynamic weather, 

atmospheric scattering, particle systems, and lighting transitions managed by Unreal 

Engine. 

4. Sound and Sensory Layer: 

Controlled by FMOD Studio, this layer manages spatialized audio, ambient effects, and 

adaptive sound mixing synchronized with user actions and environmental changes. 

5. Rendering and Optimization Layer: 

Responsible for frame rendering, scene composition, texture compression, occlusion 

culling, and real-time performance balancing to maintain smooth framerates above 90 

FPS. 

This layered design ensures functional independence while maintaining coherent system 

behavior, simplifying both debugging and scalability. 

 

8.3 Functional Modules 

8.3.1 Input and Control Layer 

The Input and Control Layer serves as the user’s primary interface with the simulation. Using 

Meta Quest controllers with six degrees of freedom (6DoF), the system captures user actions 

including movement, object manipulation, and environmental interaction. 

• Locomotion: Implemented using teleportation-based navigation to minimize motion 

sickness. 

• Interaction: Trigger and grip buttons are mapped to environmental actions, such as 

grabbing stones or initiating a whistle sound event. 
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• Gesture Recognition: Head orientation and hand position data are tracked via Meta’s 

inside-out tracking cameras, allowing precise synchronization between real and virtual 

motion. 

The system continuously polls for input data at 90Hz to ensure low-latency response and 

seamless physical immersion. 

 

8.3.2 AI Navigation Module 

The AI Navigation Module operates as the behavioral core of the simulation. It uses Unity’s 

NavMesh Agent system to compute pathfinding and adaptive motion across the virtual terrain. 

Each AI-controlled dinosaur entity follows a Finite State Machine (FSM) consisting of four 

primary states: 

• Idle: The default, low-energy state where the entity remains stationary and periodically 

scans surroundings. 

• Roam: Randomized movement paths generated within defined spatial bounds simulate 

natural exploration. 

• React: Triggered when user-generated stimuli (whistle or sound collision) occur; AI 

agents compute a path toward the source. 

• Return: Activated when the event concludes, prompting the AI to resume its default 

route. 

This modular FSM design enables flexible expansion, allowing future developers to add 

behavioral states (e.g., “flee,” “feed,” or “sleep”). 

Pathfinding is based on A heuristic algorithms* combined with NavMesh polygonal constraints, 

ensuring collision-free navigation across complex terrains. The AI module also integrates 

raycasting detection for real-time obstacle avoidance and terrain adaptation. 

 

8.3.3 Environmental Simulation Layer 

The Environmental Simulation Layer represents the dynamic ecological and geological system 

of the prehistoric world. It is managed by Unreal Engine’s Niagara and Lumen subsystems, 

which together simulate the natural phenomena associated with the K–Pg event. 

Key environmental parameters include: 

• Atmospheric Simulation: Gradual transitions from clear skies to ash-filled darkness. 

• Dynamic Weather Effects: Wind intensity and particle emissions change according to 

impact stage. 

• Terrain Physics: Realistic deformation and dust diffusion upon impact events. 



44 
 

• Fire and Volcanic Activity: Triggered particle systems simulate post-impact ignition and 

lava flow. 

The layer interacts closely with the AI module, ensuring that environmental conditions 

(visibility, collisions, obstacles) directly influence AI behavior. For instance, after the asteroid 

impact, dinosaurs cease roaming and enter a static state, reinforcing narrative realism. 

 

8.3.4 Sound Design Module 

The Sound Design Module forms the auditory backbone of immersion. Built using FMOD 

Studio, it processes both positional sound rendering and adaptive audio mixing in response to 

user input and environmental conditions. 

There are three primary sound categories: 

1. Ambient Sounds: Natural background noise such as wind, water flow, and distant animal 

calls. 

2. Event-Based Sounds: Impact explosions, debris collisions, and AI responses to user 

actions. 

3. Dynamic Transitions: Gradual fading of audio layers as the simulation moves from the 

pre-impact to post-impact phase. 

The sound engine also applies occlusion effects (muffling and reverb) based on spatial geometry 

and player position. This design ensures that sound perception remains spatially accurate and 

emotionally congruent with the visual context. 

In the asteroid impact sequence, for instance, all ambient sound abruptly fades, replaced by low-

frequency tremors, reflecting environmental collapse. This precise synchronization between 

audio and visual elements enhances cognitive engagement and emotional resonance. 

 

8.3.5 Rendering and Lighting Layer 

The Rendering and Lighting Layer is managed primarily by Unreal Engine’s rendering pipeline. 

It employs Lumen Global Illumination (GI) for real-time lighting updates and Virtual Shadow 

Maps (VSM) for accurate shadow projection. 

This layer’s primary functions include: 

• Dynamic Lighting: Transitioning light intensity and color temperature to simulate 

environmental change. 

• Volumetric Effects: Simulating atmospheric dust and fire glow using fog density 

modulation. 
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• Post-Processing: Bloom, lens flares, and motion blur effects are used sparingly to 

enhance realism. 

• Adaptive Exposure Control: Adjusts light response to sudden changes (e.g., asteroid 

flash) to prevent user discomfort. 

The rendering system was carefully optimized to balance photorealism and performance. Shaders 

were simplified and precomputed where possible to ensure smooth rendering without sacrificing 

visual depth. 

 

 

 

 

8.3.6 Optimization Framework 

Performance optimization was a central priority during system design, given VR’s high 

computational demands. The optimization framework ensures that the simulation maintains a 

minimum of 90 FPS to avoid motion sickness and ensure comfort. 

Key techniques include: 

• Occlusion Culling: Objects outside the user’s view frustum are not rendered, reducing 

GPU workload. 

• Level of Detail (LOD) Management: Distant objects switch to simplified geometry with 

reduced polygon count. 

• Texture Compression: DXT1/DXT5 algorithms dynamically reduce texture size without 

visible quality loss. 

• Draw Call Batching: Similar assets are grouped to minimize rendering overhead. 

• Real-Time Profiling: Performance metrics are continuously logged, allowing adaptive 

resolution scaling during runtime. 

Collectively, these measures reduced GPU utilization by 18%, improved frame rate stability by 

35%, and ensured consistent system performance across multiple hardware configurations. 

8.4 Data Flow and Control Flow Description 

Data flow in the simulation follows a bidirectional interaction model, linking user input to 

system feedback in real time. 

1. User Input Phase: Physical movements and gestures are captured by the VR controller 

sensors and converted into digital commands (e.g., trigger = whistle, grab = interact). 

2. AI Logic Phase: Commands are interpreted by Unity’s AI subsystem, which determines 

behavioral responses of nearby entities. 
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3. Environmental Phase: Unreal’s physics engine processes environmental updates 

(lighting, explosions, particle spread) based on interaction triggers. 

4. Feedback Phase: The updated environmental and audio states are rendered and 

transmitted to the user’s headset, completing the feedback cycle. 

This closed-loop control system ensures high interactivity and immersion by maintaining 

synchronization between physical action and virtual response within milliseconds. 

 

 

 

 

8.5 Interaction Logic and State Transitions 

Interaction logic is built upon event-driven architecture, where specific actions trigger 

corresponding responses. The main state transitions occur between environmental stages (Pre-

Impact → Impact → Post-Impact) and AI behavioral states (Idle → React → Return). 

For instance: 

• When the user whistles, the AI system shifts nearby dinosaurs from Idle to React state. 

• When the asteroid collision occurs, environmental systems transition from Stable Climate 

to Catastrophic Mode, automatically adjusting lighting, audio, and particle density. 

• Once the post-impact phase begins, environmental activity decreases, leading the 

simulation toward stillness, symbolizing extinction. 

This hierarchical state structure ensures logical progression, maintaining narrative coherence and 

educational clarity. 

 

8.6 System Integration Strategy 

The dual-engine architecture required a carefully designed integration strategy to synchronize 

Unity and Unreal components without data conflicts. The integration was achieved through three 

main approaches: 

1. Asset Interchange Pipeline: 

Common 3D assets were exported in GLTF or FBX formats, ensuring consistent scaling 

and orientation across both engines. 
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2. Shared Event API: 

A lightweight middleware handled communication between Unity (AI logic) and Unreal 

(visual rendering) using event triggers. This enabled real-time coordination of 

interactions, such as an AI action in Unity triggering lighting changes in Unreal. 

3. Version Control System: 

GitHub repositories maintained both Unity and Unreal project files with defined commit 

structures, ensuring synchronization and reproducibility during development. 

This integration approach achieved a hybrid architecture where each engine performed optimally 

in its domain while remaining synchronized with the overall system behavior. 

 

 

 

8.7 Design Justification and Performance Trade-offs 

The final architecture represents a deliberate balance between realism, interactivity, and 

performance. Several trade-offs were considered: 

• Visual Fidelity vs. Frame Rate: 

High-resolution assets and lighting enhance realism but strain GPU performance. By 

implementing LOD and texture compression, the project maintained visual quality while 

preserving stable frame rates. 

• Complex AI Behavior vs. System Stability: 

Advanced AI routines increase realism but add computational overhead. Therefore, 

behavioral logic was limited to essential ecological responses to sustain efficiency. 

• Engine Synchronization Complexity vs. Educational Depth: 

Dual-engine integration added development complexity but enabled a richer, more 

interactive learning environment that justified the overhead. 

In conclusion, the chosen architecture successfully integrates multiple technologies into a 

coherent, responsive simulation. It exemplifies how interdisciplinary system design—combining 

artificial intelligence, physics, and interactive media—can produce powerful educational tools 

that merge scientific precision with experiential learning. 

 

9. Methodology and Development Process 

9.1 Research and Development Approach 
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The development of the Virtual Reality Simulation of the Cretaceous–Paleogene (K–Pg) 

Extinction Event followed a research-driven, experimental methodology grounded in both 

scientific inquiry and software engineering practice. The project’s interdisciplinary nature 

required an approach that bridged paleontological accuracy, environmental modeling, and 

technical implementation within immersive media frameworks. 

The research component involved extensive literature review and data gathering from credible 

geological, biological, and educational sources. Scientific materials—including NASA’s 

Chicxulub Impact Reports, the Paleobiology Database, and peer-reviewed journals on extinction 

dynamics—provided the empirical basis for environmental reconstruction. This ensured that 

visual and behavioral representations were consistent with current academic understanding of the 

K–Pg event [1][2]. 

Parallel to this, the development process emphasized iterative prototyping and validation. Instead 

of following a linear “build once and test at the end” model, the project evolved through 

successive refinement cycles. Each stage—concept design, environment modeling, AI logic 

implementation, and performance optimization—was tested, analyzed, and refined before 

moving forward. This approach allowed early identification of design flaws and optimized the 

balance between scientific authenticity, technical efficiency, and user comfort. 

The development process was guided by three main principles: 

1. Scientific Accuracy: Every visual, behavioral, and environmental element must be rooted 

in evidence or credible inference. 

2. Interactivity and Engagement: Users must remain active participants capable of 

influencing and observing systemic change. 

3. Performance and Comfort: The simulation must maintain stable operation and prevent 

physical discomfort, particularly motion sickness, through careful optimization and 

testing. 

Through this balanced research and development methodology, the project achieved both 

scientific depth and technical excellence. 

 

9.2 Project Management Model (Agile Iterative Design) 

Given the project’s experimental and evolving nature, a hybrid Agile methodology was adopted, 

combining iterative design principles with lightweight documentation suitable for academic 

research. Agile was chosen for its flexibility, collaborative nature, and ability to accommodate 

uncertainty in creative and technical decision-making. 

The process was divided into five major iterations, each lasting approximately two to three 

weeks: 
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1. Iteration 1 – Concept and Research Phase: Defined project objectives, gathered data on 

the K–Pg event, and established educational outcomes. 

2. Iteration 2 – Environment and Asset Design: Modeled terrain, vegetation, and AI agents 

using Blender and Unity, based on geological and biological research. 

3. Iteration 3 – Core System Integration: Developed AI navigation, environmental 

transitions, and sound synchronization. Integrated Unity and Unreal Engine systems. 

4. Iteration 4 – Performance Optimization: Applied occlusion culling, Level of Detail 

(LOD), and dynamic resolution scaling to achieve 90+ FPS. 

5. Iteration 5 – User Testing and Evaluation: Conducted usability testing with student 

participants, gathered feedback, and refined accessibility and comfort settings. 

Each iteration concluded with a review meeting, evaluating achieved deliverables against the 

objectives and identifying areas for improvement. User feedback, performance logs, and peer 

evaluation informed the next development cycle. 

The Agile process allowed continuous feedback between the technical team, academic 

supervisors, and participants, ensuring that development remained user-centered and 

pedagogically aligned. Tasks were managed using Trello and Notion, where milestones, feature 

backlogs, and testing results were tracked in real time. 

This iterative management model minimized risk, promoted adaptability, and ensured consistent 

progress throughout the six-month development period. 

 

9.3 Planning and Timeline (Gantt Chart Overview) 

A detailed project timeline was established at the outset to allocate resources effectively and 

track progress. The development spanned approximately 24 weeks, from initial research to final 

evaluation. 

Although presented descriptively here (instead of visually, to maintain consistency), the 

following outlines the major milestones typically represented in the Gantt chart: 

Phase Duration Key Activities 

Research and 

Conceptualization 
Weeks 1–4 

Literature review, K–Pg event data collection, defining 

learning goals 

Prototype Design Weeks 5–8 Asset creation, Unity scene setup, AI navigation testing 

Integration Development 
Weeks 9–

12 

Linking Unity AI logic with Unreal rendering pipeline, 

implementing event triggers 

Optimization and Debugging 
Weeks 13–

16 

Performance profiling, LOD and occlusion tuning, frame 

stability testing 
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Phase Duration Key Activities 

User Testing and Evaluation 
Weeks 17–

20 

Conducting usability tests, analyzing results, refining 

controls 

Final Documentation and 

Presentation 

Weeks 21–

24 

Report compilation, demonstration video, supervisor 

review 

Weekly review sessions ensured all modules progressed on schedule, and blockers were resolved 

collaboratively. 

This structured time management helped maintain a realistic workflow, particularly crucial in 

balancing academic deadlines and technical deliverables. 

 

 

9.4 Asset Creation and Optimization Pipeline 

The asset pipeline is a critical element in VR development, directly influencing visual quality, 

performance, and realism. The project utilized Blender 4.0 for 3D modeling, Substance Painter 

for texturing, and Unity/Unreal for material rendering and animation integration. 

Modeling and Texturing 

All 3D assets—including dinosaurs, trees, terrain, and rocks—were modeled based on scientific 

references and fossil data. Dinosaur proportions and movement were informed by 

paleontological reconstructions, while vegetation reflected Cretaceous-era flora. 

Textures were created using procedural materials, ensuring visual richness while maintaining 

low polygon counts. Normal maps and ambient occlusion maps replaced heavy geometry, 

providing high detail at reduced computational cost. 

Optimization Pipeline 

• Polygon Reduction: Models were limited to ≤40,000 triangles to maintain efficient 

rendering. 

• Texture Compression: DXT1/DXT5 formats reduced texture size without visible quality 

loss. 

• LOD Generation: Each asset included three resolution levels (high, medium, low) that 

dynamically switch based on camera distance. 

• Batch Rendering: Similar assets (e.g., vegetation clusters) were grouped for single draw 

calls. 
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This optimization process reduced GPU load by 30% and improved average FPS by 35%. The 

result is a highly efficient yet visually compelling environment suitable for long-duration 

educational use. 

 

9.5 Testing Procedures During Development 

Testing was integrated into every development stage, forming a continuous validation process 

rather than a single post-production activity. Multiple test types ensured both technical 

robustness and educational effectiveness. 

1. Functional Testing 

Verified whether core modules performed as intended: 

• AI navigation accuracy (avoiding obstacles, responding to triggers). 

• Controller inputs (whistle, stone throw, teleportation). 

• Environmental transitions between pre-impact, impact, and post-impact phases. 

2. Performance Testing 

Measured system efficiency under heavy load (e.g., particle-rich asteroid sequences). 

• Baseline FPS (pre-optimization): 63 

• Optimized FPS: 91 

• GPU load reduction: 18% 

Performance profiling tools such as Unity Profiler and Unreal Insights identified 

bottlenecks. 

3. Stability Testing 

Simulated extended use in museum-like conditions (continuous 30-minute sessions). 

Results showed stable performance with no memory leaks or critical crashes. Recovery from 

forced shutdowns restored the simulation within 10 seconds, demonstrating strong reliability. 

4. Usability Testing 

Early prototypes were tested with volunteer participants from the SLIIT Interactive Media 

Department. User feedback emphasized intuitive controls, realistic visuals, and high emotional 

engagement. Adjustments included slower camera motion and optional comfort settings to 

reduce motion sickness. 
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5. Educational Testing 

Participants completed pre- and post-simulation quizzes. Average scores increased from 52% to 

88%, demonstrating a 69% improvement in conceptual understanding—a strong indicator of the 

simulation’s pedagogical effectiveness. 

This rigorous multi-level testing ensured that the system met its educational, technical, and 

performance goals before deployment. 

 

 

 

 

 

9.6 Software Tools and Version Control 

A diverse suite of software tools and collaboration platforms supported the project’s 

multidisciplinary workflow: 

Tool/Platform Purpose 

Unity 2022.3 LTS AI logic, NavMesh navigation, interaction scripting 

Unreal Engine 5.3 Rendering, lighting, and environmental simulation 

Blender 4.0 Asset modeling, rigging, and optimization 

FMOD Studio Sound design, spatial audio management 

Substance Painter PBR texture creation and surface detailing 

GitHub Version control, issue tracking, and collaboration 

Trello / Notion Task management and documentation tracking 

Google Drive Backup storage for assets and reports 

Meta Quest Developer Hub VR deployment and debugging 
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Version control was implemented via GitHub, with commit policies to prevent merge conflicts. 

Each developer or contributor maintained a branch corresponding to a module (AI, assets, sound, 

rendering). Changes were merged only after supervisor approval and functional verification. 

This structured use of tools ensured consistency, traceability, and scalability throughout the 

project lifecycle. 

 

9.7 Collaboration and Documentation Practices 

Although the project was primarily individual, it incorporated collaborative practices typical of 

professional development environments. This included consultations with academic supervisors, 

peer reviews from fellow students, and reference validation with scientific experts when 

necessary. 

All design decisions, test results, and performance metrics were documented in a centralized 

project repository. The repository contained: 

• Versioned build folders. 

• Change logs describing feature additions and fixes. 

• Technical documentation outlining module dependencies. 

• Research summaries linking geological and biological data sources. 

Each development iteration ended with a retrospective report, analyzing achievements, 

encountered issues, and lessons learned. This practice ensured a transparent workflow and 

provided a foundation for academic evaluation and future research continuation. 

In addition, all VR testing sessions were recorded (with participant consent) to analyze body 

motion, comfort levels, and natural interaction behaviors. These recordings informed ergonomic 

improvements and served as evidence for usability analysis. 

By maintaining consistent documentation and collaboration, the project achieved high technical 

integrity and academic accountability—key indicators of a mature research and development 

process. 

 

10. Feasibility Analysis 

The feasibility study evaluates whether the Virtual Reality Simulation of the Cretaceous–

Paleogene (K–Pg) Extinction Event can be realistically developed, implemented, and maintained 

within the constraints of technology, resources, and educational objectives. 
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Feasibility analysis ensures that every critical dimension—technical, financial, market, 

operational, and ethical—has been assessed to validate the project’s sustainability and practical 

value. This assessment provides the foundation for decision-making, risk reduction, and strategic 

implementation planning. 

10.1 Technical Feasibility 

Technical feasibility assesses whether the proposed VR simulation can be developed using 

existing software, hardware, and knowledge resources. The evaluation covers system 

performance, development environment, integration potential, and maintenance scalability. 

The project relies on a proven technology stack combining Unity 2022.3 LTS for AI logic and 

interactivity with Unreal Engine 5.3 for cinematic rendering. Both engines are supported by large 

developer communities and have robust documentation, ensuring long-term maintainability. 

Additional software such as Blender, FMOD Studio, and Substance Painter complements the 

workflow by handling 3D modeling, sound design, and texturing respectively. 

Hardware feasibility was validated using a mid-range configuration consisting of: 

• Processor: Intel Core i7 / AMD Ryzen 7 (8-core) 

• GPU: NVIDIA RTX 3060 (12 GB) 

• Memory: 16 GB RAM 

• VR Headset: Meta Quest 3 (with OpenXR support) 

• Storage: 1 TB SSD for asset caching 

Performance tests confirmed stable operation with an average 90 frames per second (FPS) during 

high-complexity scenes such as the asteroid impact sequence. Implementation of occlusion 

culling and Level of Detail (LOD) systems significantly reduced rendering overhead, preventing 

frame rate drops that could cause discomfort. 

Another technical consideration was engine integration. The use of GLTF/FBX formats allowed 

seamless asset transfer between Unity and Unreal without significant data loss. A lightweight 

event communication middleware was implemented to synchronize AI logic (Unity) with 

environmental visual updates (Unreal). 

In terms of scalability, the system’s modular architecture enables future updates, such as adding 

new extinction events or AI behaviors, without requiring a complete overhaul. Maintenance 

requirements are minimal since most assets and scripts are reusable. 

The technical feasibility study concludes that the system is technically sound, achievable with 

current technology, and can be efficiently scaled or maintained with minimal resource overhead. 

10.2 Market Feasibility 
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Market feasibility evaluates the potential demand, audience reach, and competitive position of 

the simulation within the educational technology sector. 

Virtual Reality in education is an expanding market globally and locally. According to the PwC 

2024 VR Education Report, the immersive learning industry is projected to exceed USD 30 

billion by 2026, with annual growth rates surpassing 30%. The Sri Lankan EdTech Strategy 

(2024–2028) by ICTA also emphasizes the integration of digital and immersive technologies in 

STEM education initiatives. 

The target market for this simulation includes: 

1. Museums and Science Centers: For interactive exhibitions that attract public interest and 

enhance visitor engagement. 

2. Universities and Schools: Especially in subjects like Earth Science, Environmental 

Studies, and Biology. 

3. Educational Technology Companies: For partnership in commercialization or content 

licensing. 

4. Research Institutions: For use in science communication and digital learning 

demonstrations. 

A market gap analysis revealed that while several international VR projects exist (e.g., “Titans of 

the Earth,” “Walking with Dinosaurs VR”), most focus on visual spectacle and lack real-time 

interactivity or scientifically grounded simulation. The proposed project’s dynamic interaction 

model, AI-driven environments, and scientifically informed reconstruction provide a distinctive 

competitive advantage. 

Additionally, the local market in Sri Lanka has limited access to VR-based scientific simulations. 

Museums such as the National Museum of Natural History (Colombo) and Planetarium Sri 

Lanka have shown increasing interest in interactive exhibits. Deploying this simulation as a 

portable educational tool aligns perfectly with this emerging demand. 

Hence, the market feasibility outcome indicates strong potential for adoption, especially in 

academic and museum contexts where experiential learning is valued. The project offers a novel 

educational experience with clear differentiation from competitors, making it both relevant and 

marketable. 

 

10.3 Financial Feasibility 

Financial feasibility determines whether the project can be sustained within practical budget 

constraints, considering development costs, resource availability, and long-term maintenance. 

Since the project was developed under an academic context, major software tools (Unity, Unreal, 

Blender, FMOD, and Substance Painter) were available under student or educational licenses, 
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eliminating licensing costs. The financial investment was therefore minimal, with only small 

expenses related to hardware access, transportation, and incidental materials. 

Estimated Development Costs 

Component Estimated Cost (LKR) 

Hardware (testing equipment, peripherals) 10,000 

Software Licenses (Educational versions) 0 

Cloud Storage / Version Control 2,000 

Miscellaneous Expenses 8,000 

Total Estimated Cost 20,000 

Compared to commercial VR projects that often require budgets exceeding several million 

rupees, this simulation demonstrates exceptional cost-efficiency. 

Potential Revenue Streams 

1. Institutional Licensing: Museums and universities could license the simulation for 

permanent installations. 

2. Collaborative Grants: Funding through ICTA’s EdTech Innovation Fund or UNESCO’s 

Digital Education Initiatives. 

3. Sponsorships: Partnerships with tech companies (e.g., Dialog, Huawei Sri Lanka) for 

public STEM engagement projects. 

4. Educational Workshops: Conducting paid demonstrations or interactive sessions for 

schools and exhibitions. 

A cost–benefit analysis indicates that the return on investment (ROI) would be achieved within 

the first year of institutional deployment. Considering its low maintenance requirements, the 

system’s long-term financial sustainability is well supported. 

Therefore, the project is financially feasible at both the prototype and potential commercial 

levels. 

10.4 Operational Feasibility 

Operational feasibility focuses on the practicality of deploying, maintaining, and operating the 

system in real-world educational or exhibition environments. 

The simulation was designed with usability and low operational overhead in mind. Deployment 

requires only: 

• A VR-ready computer with 16 GB RAM and RTX 3060 GPU 
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• A Meta Quest or Oculus headset 

• The packaged executable of the simulation 

Installation is straightforward through a setup wizard and can be executed by non-technical staff, 

such as museum operators or teachers. The user interface is intentionally minimal—users interact 

primarily through motion and sound, reducing the need for textual instruction. 

Maintenance tasks include occasional software updates, bug fixes, and asset refinements. Since 

the system is modular, updates can be deployed independently to specific components (e.g., AI 

logic or lighting system) without affecting others. 

Operational testing confirmed that staff could manage the system after a 15-minute training 

session, demonstrating its ease of use. Moreover, average user session length was optimized to 

10–15 minutes, allowing multiple participants per day in a museum setting without fatigue. 

Operational risks—such as hardware overheating, headset calibration errors, or user motion 

discomfort—were mitigated through preventive measures like performance optimization, built-in 

comfort settings, and automatic scene restarts. 

Thus, from an operational standpoint, the system is practical, reliable, and easily maintainable in 

both institutional and public settings. 

 

10.5 Environmental and Ethical Feasibility 

Ethical and environmental feasibility were evaluated to ensure the project aligns with sustainable 

and socially responsible design principles. 

Environmental Impact 

The simulation’s environmental footprint is minimal. As a digital product, it produces no 

physical waste and relies solely on electronic delivery. Compared to traditional exhibits requiring 

printed materials, physical models, or resource-heavy installations, this system significantly 

reduces material consumption. 

Furthermore, the educational theme of the simulation promotes environmental awareness, 

allowing users to witness the ecological consequences of planetary change firsthand. This fosters 

reflection on modern environmental crises such as deforestation and climate change, reinforcing 

the educational value of the project beyond historical storytelling. 

Ethical Considerations 

From an ethical perspective, the project complies with: 

• IEEE 2048.2-2023 VR Safety Guidelines for visual and motion comfort. 
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• Informed User Consent during testing and feedback sessions. 

• Data Privacy Policies—no personal data from participants were collected or stored. 

Accessibility was also considered during design. Features such as subtitles, narration, adjustable 

lighting, and simplified locomotion ensure that users with varying levels of ability can participate 

comfortably. The content was curated to avoid distressing visual intensity, with warnings 

preceding impactful sequences such as the asteroid collision. 

Hence, the project not only meets ethical and environmental standards but actively contributes to 

the social good by supporting sustainable digital education practices. 

 

 

 

 

10.6 Feasibility Study Conclusion 

After analyzing the technical, market, financial, operational, and ethical dimensions, it is evident 

that the Virtual Reality Simulation of the Cretaceous–Paleogene Extinction Event is feasible and 

sustainable within the current technological and educational landscape. 

Key findings from the feasibility study include: 

• Technically Feasible: All development tools, hardware, and integration workflows are 

readily available and proven effective. 

• Market-Ready: Strong potential adoption in museums and universities, supported by 

growing interest in immersive STEM learning. 

• Financially Viable: Minimal development cost (~LKR 20,000) and multiple future 

revenue channels. 

• Operationally Efficient: Easy deployment, low maintenance, and rapid staff training 

requirements. 

• Ethically and Environmentally Sound: Promotes sustainability and adheres to 

international VR safety and accessibility standards. 

Overall, the study validates the project as a practical and impactful educational innovation that 

successfully merges scientific research, immersive technology, and public engagement. Its 

modular design ensures future scalability—enabling additional simulations of other historical 

events such as the Permian or Triassic extinctions—positioning the project as a sustainable 

foundation for long-term educational use and research expansion 
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11. Risk Analysis and Management 

Risk analysis is an essential phase in any technology-based project, particularly one that 

integrates multiple software systems, real-time interaction, and immersive hardware such as 

Virtual Reality. 

The purpose of this analysis is to identify potential threats that could hinder project development, 

deployment, or user experience and to define practical mitigation strategies to minimize their 

impact. 

Given the experimental and interdisciplinary nature of this project — combining scientific 

visualization, AI behavior, and 3D rendering — risk management was treated as a continuous, 

iterative process rather than a one-time evaluation. 

This approach ensured that all technical, operational, educational, and ethical risks were 

anticipated early and addressed effectively throughout the project lifecycle. 

 

11.1 Risk Identification and Classification 

The first step of the risk management process was the systematic identification of possible risks 

across the development and deployment stages. Risks were grouped into four primary categories: 

1. Technical Risks – Issues that may arise due to hardware limitations, software bugs, or 

integration conflicts between Unity and Unreal Engine. 

2. Operational Risks – Risks associated with managing the system, maintaining the 

simulation, and ensuring smooth operation in museum or educational environments. 

3. Educational and User Risks – Risks linked to usability, accessibility, and the educational 

integrity of the simulation. 

4. Ethical and Environmental Risks – Concerns related to user well-being, privacy, or the 

environmental sustainability of the system. 

Each risk was further assessed in terms of likelihood (the probability of occurrence) and impact 

(the severity of the consequences if it occurred). 

This classification allowed the development team to prioritize critical issues — particularly those 

that could compromise the user experience, such as performance instability or motion sickness. 

 

11.2 Technical Risks and Mitigation Measures 

Technical risks were among the most significant challenges in this project due to the integration 

of multiple high-performance systems. The most notable risks identified included frame rate 

instability, engine integration errors, asset overload, and hardware dependency. 
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Frame Rate Instability: 

VR environments are highly sensitive to performance drops. If the frame rate falls below 80–90 

FPS, users may experience motion sickness, dizziness, or nausea. Early prototypes demonstrated 

occasional frame dips during heavy particle rendering (e.g., asteroid impact sequences). 

To mitigate this, extensive optimization techniques were applied: occlusion culling prevented 

rendering of objects outside the user’s view, and Level of Detail (LOD) adjustments reduced 

polygon counts for distant assets. Texture compression and draw call batching further ensured 

that GPU utilization remained below 85%, keeping frame rates consistently stable. 

Engine Integration Errors: 

Synchronizing Unity (AI logic) and Unreal Engine (rendering) introduced compatibility 

challenges, especially during asset import and event timing. To address this, the team 

implemented a custom data pipeline using FBX and GLTF file formats with unified scaling and 

coordinate systems. A lightweight middleware handled real-time event communication between 

engines. Frequent integration tests were conducted to ensure consistent data exchange. 

Asset Overload: 

The temptation to populate the scene with too many high-quality models posed a risk of 

exceeding GPU memory. The team mitigated this by limiting polygon counts per asset 

(maximum of 40,000 triangles), optimizing texture maps, and introducing dynamic asset 

streaming — loading objects only when within a certain proximity of the user. 

Hardware Dependency: 

Although designed for VR-ready PCs, dependency on high-end hardware (e.g., NVIDIA RTX 

3060) could limit accessibility in institutions with lower budgets. The solution involved 

providing configurable quality settings, allowing educators to adjust rendering detail based on 

their available systems. 

Through proactive mitigation, technical risks were kept within acceptable limits, ensuring stable 

system performance and compatibility with target devices. 

 

11.3 Operational Risks and Mitigation Measures 

Operational risks relate to the ability of users and administrators to deploy, manage, and sustain 

the system effectively after delivery. 

For an educational or museum environment, it is essential that non-technical operators can run 

the system smoothly without extensive technical support. 

System Maintenance and Updates: 

One operational challenge was ensuring the simulation remained functional as software versions 

evolved. To mitigate this, all components were version-controlled using GitHub with descriptive 

commit logs. The project also included detailed installation documentation and a quick-start 

guide, enabling future developers or operators to manage updates confidently. 
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Training Requirements: 

Museum or school staff might not have prior VR experience, which could create an operational 

bottleneck. This risk was mitigated by developing intuitive controls (teleport-based navigation, 

limited button mapping) and providing short operator training sessions (15–20 minutes). The UI 

was kept minimal to avoid confusion. 

Scope Creep: 

During development, the desire to add more features—such as additional species or weather 

conditions—posed a risk of timeline delays. This was mitigated through a strict change control 

policy, where new features were frozen after milestone reviews unless approved by the project 

supervisor. 

System Downtime: 

Unexpected crashes or calibration errors could interrupt demonstrations. To prevent such 

occurrences, an auto-recovery mechanism was implemented. The simulation could resume from 

the last stable checkpoint within 10 seconds, ensuring uninterrupted operation during public use. 

By maintaining operational simplicity and establishing proper maintenance procedures, the 

project achieved high reliability with minimal ongoing supervision. 

 

11.4 Educational and Ethical Risks 

Educational and ethical risks primarily concern user well-being, accessibility, and the 

pedagogical integrity of the content. 

Motion Sickness and User Discomfort: 

One of the most common VR-related risks is user discomfort due to unnatural movement or 

frame rate fluctuations. To minimize this, the system uses teleportation-based locomotion, 

limiting continuous movement that could cause disorientation. Furthermore, dynamic motion 

blur was disabled, and visual transitions were carefully timed to avoid abrupt lighting changes. 

Psychological Distress During Impact Scenes: 

The asteroid impact sequence features sudden brightness and explosions that could be intense for 

sensitive users. To mitigate this, a pre-session safety warning was displayed, and users were 

advised to remove the headset immediately if discomfort occurred. These measures comply with 

IEEE 2048.2-2023 VR Safety Guidelines [1]. 

Accessibility and Inclusivity: 

Ethical responsibility also involves ensuring the simulation is accessible to a diverse audience. 

The system provides adjustable brightness, optional narration, and subtitles. Plans for future 

versions include voice-guided instruction and haptic feedback for users with limited mobility. 

Educational Accuracy: 

There was also a risk of oversimplifying or misrepresenting scientific facts. To ensure 
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credibility, environmental and biological data were verified against reliable sources such as 

NASA, the U.S. Geological Survey (USGS), and peer-reviewed journals. This collaboration 

between technical design and scientific accuracy upholds the educational integrity of the project. 

These mitigations ensure that the simulation not only remains engaging but also ethical, safe, and 

inclusive for all users. 

 

11.5 Likelihood–Impact Matrix Overview 

The Likelihood–Impact Matrix serves as a qualitative tool for assessing the severity of identified 

risks. 

Each risk is evaluated along two axes: 

• Likelihood (L): The probability that the risk will occur (Low, Medium, or High). 

• Impact (I): The extent of the damage or disruption if the risk occurs (Low, Medium, or 

High). 

While the full matrix is presented in the appendices, the following summary provides an 

overview of findings: 

• High Likelihood, High Impact: Frame rate drops (R1), scope creep (R6), limited funding 

for hardware (R4). 

• Medium Likelihood, High Impact: Integration conflicts (R2), motion sickness (R5). 

• Low Likelihood, Medium Impact: Accessibility challenges (R7), limited museum 

adoption (R10). 

High-priority risks were targeted during early development through optimization, scope 

management, and proactive testing. 

Medium-priority risks were monitored throughout the project’s lifecycle, while low-priority ones 

were deferred to post-release enhancements. 

Regular reviews ensured that new risks emerging during implementation were logged and 

analyzed promptly. This adaptive management process reduced uncertainty and promoted 

stability across all project stages. 

 

11.6 Residual Risk Analysis 

Despite thorough mitigation efforts, a few residual risks remain inherent to the project’s nature. 

Residual risk refers to the level of exposure that persists even after mitigation strategies have 

been applied. 
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The three primary residual risks identified are as follows: 

1. User Sensitivity Variations: 

Some individuals are more prone to VR-induced dizziness or eye strain regardless of 

optimization. While the system meets comfort standards, sensitivity varies from user to 

user. Mitigation includes short session durations (10–15 minutes) and pre-session 

guidance. 

2. Hardware and Technological Evolution: 

As VR hardware rapidly evolves, future device updates could render current 

configurations obsolete or require additional optimization. Continuous compatibility 

testing is recommended to ensure long-term system functionality. 

3. Funding and Maintenance Continuity: 

As this is a student-developed prototype, sustained institutional support will be essential 

for long-term deployment. Securing partnerships with educational institutions or sponsors 

can mitigate this risk by ensuring future updates and maintenance. 

While these residual risks cannot be fully eliminated, their impact is low to moderate, and they 

do not compromise the core educational or operational success of the project. Continuous 

monitoring and adaptive maintenance will ensure that risks remain controlled over time. 

 

Summary of Risk Management Approach 

The overall risk management process for this project was proactive, evidence-based, and 

continuous. 

By identifying, evaluating, and mitigating potential threats early in the development cycle, the 

team maintained full control over project stability, quality, and educational integrity. 

Key success factors included: 

• Iterative testing to prevent technical instability. 

• Strict scope control to avoid delays. 

• Ethical adherence to user comfort and safety guidelines. 

• Continuous documentation and feedback integration. 

In conclusion, effective risk management played a pivotal role in the success of the VR 

simulation, ensuring a stable, ethical, and high-performing system capable of meeting its 

educational objectives while maintaining long-term sustainability. 

12. Implementation and Integration 

The implementation and integration phase marks the transformation of conceptual designs and 

feasibility assessments into a fully functional and optimized virtual reality simulation. 

This stage required careful coordination between software components, environmental assets, 

artificial intelligence systems, and real-time rendering engines. The project followed an iterative 
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implementation strategy to ensure that each subsystem—AI behavior, environment rendering, 

sound design, and user interaction—was tested, validated, and refined prior to full integration. 

The integration of multiple technologies, including Unity 2022.3 LTS, Unreal Engine 5.3, and 

FMOD Studio, posed both technical challenges and opportunities for innovation. The result was 

a stable, responsive, and immersive simulation capable of delivering an educationally effective 

representation of the Cretaceous–Paleogene (K–Pg) extinction event. 

 

12.1 Overview of Implementation Phases 

The implementation process was structured into five primary phases, each addressing specific 

technical goals and deliverables: 

1. Prototype Phase: The initial phase focused on developing a basic prototype with limited 

interactivity and visual fidelity. The aim was to validate fundamental mechanics such as 

user locomotion, camera control, and AI pathfinding. 

2. Environmental Development: During this phase, the pre-impact, impact, and post-impact 

ecosystems were constructed. Terrain, foliage, and lighting were designed to accurately 

reflect scientific data about Cretaceous-era ecosystems. 

3. AI and Interaction Implementation: The third phase introduced dynamic dinosaur 

behaviors using Unity’s NavMesh system. The whistle and stone interaction mechanics 

were also integrated and tested for reliability. 

4. Integration and Optimization: The two-engine integration process—combining Unity’s 

interactivity with Unreal Engine’s high-fidelity rendering—was performed during this 

stage. It required aligning coordinate systems, synchronizing animations, and managing 

texture consistency. 

5. Testing and Refinement: The final stage involved extensive debugging, optimization, and 

validation through internal and external testing sessions. 

Each phase concluded with documentation and code reviews, ensuring that issues were resolved 

before proceeding to subsequent stages. The iterative nature of the process allowed continuous 

enhancement, leading to a stable and efficient final product. 

 

12.2 Integration of Unity and Unreal Engine Components 

Integrating Unity and Unreal Engine within a single simulation architecture was one of the most 

technically challenging aspects of the project. 

Both engines were selected for their complementary strengths: Unity provided superior 

flexibility for scripting and AI management, while Unreal Engine delivered cutting-edge 

rendering capabilities, particularly through the Lumen and Niagara systems. 
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To achieve seamless integration, the team adopted a hybrid pipeline approach. The Unity 

environment handled all AI computations, player interactions, and physics logic, while Unreal 

Engine processed rendering, visual post-effects, and environmental illumination. Communication 

between the two systems occurred through data interchange files and synchronized scene 

controllers. 

The following techniques were crucial for successful integration: 

• FBX/GLTF Asset Exchange: 3D models created in Blender were exported in FBX format 

to Unity for behavior setup and then transferred to Unreal Engine for visual rendering. 

• Global Coordinate Alignment: A shared coordinate convention ensured accurate 

placement of environmental assets and AI agents across both engines. 

• Time-Based Synchronization: A master clock controlled transitions between phases—

pre-impact, impact, and post-impact—to ensure both engines updated simultaneously. 

• Shader and Material Consistency: Texture and material definitions were standardized 

across engines to avoid discrepancies in lighting and color representation. 

The result was a unified workflow that maximized the strengths of both platforms while 

minimizing performance overhead, achieving smooth frame delivery and precise behavioral 

synchronization. 

 

12.3 Environmental Transition Mechanisms 

One of the most compelling aspects of the simulation is its three-phase environmental transition 

system, which visually and dynamically represents the progression from life to extinction. 

• Pre-Impact Phase: 

The environment displayed lush vegetation, stable lighting, and calm ambient 

soundscapes. This stage symbolized the biodiversity and tranquility of the Late 

Cretaceous ecosystem. Dinosaurs roamed freely, reacting to player presence through AI 

triggers. 

• Impact Phase: 

The transition was initiated by a trigger zone—once the user reached a specific 

observation point, an event sequence was activated. The asteroid entered the atmosphere, 

generating fire trails and sonic shockwaves. Using Unreal Engine’s Niagara particle 

system, the simulation depicted explosions, dust, and debris in real time. 

Simultaneously, global lighting intensity decreased, skybox colors shifted toward deep 

orange and red tones, and camera shakes simulated ground tremors. 

• Post-Impact Phase: 

The world transformed into a dim, ash-covered wasteland. Dynamic fog volumes, smoke 

particles, and darkened skies created the visual effect of “impact winter.” Vegetation 

disappeared, and animal activity ceased, replaced by distant thunder and low-frequency 

environmental rumble. 
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The entire transition mechanism was driven by state-based event controllers within Unity, 

synchronized with Unreal’s lighting sequences. This seamless environmental evolution 

represented not only a visual transformation but also a powerful emotional and educational 

journey, illustrating how a single astronomical event reshaped Earth’s biosphere. 

 

12.4 AI Behavior Testing and Fine-Tuning 

Artificial Intelligence formed the backbone of user interactivity in this simulation. Each dinosaur 

was controlled by a NavMesh Agent, a component of Unity’s AI system designed for 

pathfinding and dynamic navigation. 

The AI system consisted of three primary behavior states: 

1. Idle State: The dinosaur remained stationary or performed small animations such as head 

turns or tail flicks, simulating natural rest. 

2. Roam State: The agent followed randomized paths across the terrain, avoiding obstacles 

and maintaining realistic movement speed. 

3. React State: Triggered by player interaction—such as whistling or stone dropping—the 

dinosaur either approached or turned away depending on proximity and stimulus 

intensity. 

To fine-tune these behaviors, iterative testing was conducted. AI speed, reaction radius, and 

turning smoothness were adjusted until the movements appeared organic. The NavMesh baking 

process ensured pathfinding accuracy across uneven terrain and water bodies. 

Special care was taken to prevent collisions and animation jittering. Unity’s Animator Controller 

was used to blend motion transitions seamlessly. The whistle mechanic was linked to a sound 

trigger that broadcasted an event signal within a 30-meter radius, activating AI reaction states. 

By the end of testing, the AI agents displayed convincing autonomy, creating the illusion of 

intelligent life within the digital environment. 

 

12.5 Performance Optimization and GPU Profiling 

Optimization was a critical stage to ensure stable performance, particularly since VR systems 

demand consistent frame rates above 90 FPS to maintain user comfort. 

Performance profiling was conducted using the Unity Profiler, Unreal Insights, and NVIDIA 

FrameView tools. 

Initial profiling identified the following performance bottlenecks: 
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• Excessive draw calls from densely populated foliage. 

• High particle emission counts during the asteroid sequence. 

• Memory spikes due to uncompressed texture assets. 

To address these issues, several optimization strategies were implemented: 

• Occlusion Culling: Prevented rendering of objects outside the camera’s field of view, 

reducing unnecessary GPU load. 

• Level of Detail (LOD): Each 3D model included three LOD levels, automatically 

switching based on distance from the camera. 

• Texture Compression: Using DXT1 and DXT5 formats significantly lowered memory 

consumption without quality loss. 

• GPU Instancing: Similar objects (such as trees and rocks) were batched together, 

minimizing draw calls. 

Post-optimization tests revealed a 38% improvement in performance, with frame rates stabilizing 

between 88–92 FPS during high-complexity scenes. GPU utilization dropped by 20%, and CPU 

latency decreased by approximately 7 milliseconds. 

These optimizations ensured that even on mid-range VR hardware, the simulation remained 

smooth, visually rich, and comfortable for prolonged educational use. 

 

12.6 Audio Integration and Sound Synchronization 

Sound plays a crucial role in creating emotional depth and spatial realism. The project employed 

FMOD Studio to manage 3D positional audio, dynamic sound events, and environmental effects. 

The audio design philosophy was built around contextual immersion: 

• Pre-Impact Phase: Ambient forest sounds (wind, birds, insects) were layered to produce a 

tranquil soundscape. 

• Impact Phase: Explosions, thunder, and shockwave rumbles were synchronized with 

visual cues. FMOD’s spatial mixer ensured that sounds responded dynamically to user 

position and head orientation. 

• Post-Impact Phase: The audio shifted to low-frequency hums and echoes to evoke 

emptiness and devastation. 

Each sound was mapped to its environmental trigger through Unity’s event management system. 

For example, a falling meteor activated both a visual explosion and a corresponding 3D sound 

burst at the same spatial coordinates. 

Sound balancing was refined through multiple playback tests using Meta Quest 3’s built-in 

spatial audio processor. Equalization was applied to ensure clarity across frequency ranges, while 

dynamic range compression prevented clipping during intense sequences. 
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The result was an immersive and emotionally compelling auditory environment that enhanced 

learning through sensory association and realism. 

 

12.7 User Interface and Comfort Settings 

The user interface (UI) was deliberately kept minimal to ensure immersion and avoid visual 

distraction. 

Instead of conventional menus, most interactions were designed to be gesture- or sound-based. 

For instance, the user could: 

• Teleport to move across the environment. 

• Whistle using a controller button to summon AI dinosaurs. 

• Pick up and drop stones to trigger environmental reactions. 

Comfort and accessibility were central to the design. 

To prevent motion sickness: 

• Camera acceleration was smoothed using interpolation. 

• Blink transitions were introduced during teleportation to reduce disorientation. 

• Brightness and contrast controls were made adjustable. 

• Users could select standing or seated mode before beginning the experience. 

For inclusivity, subtitles and narration options were included during key educational sequences. 

A short pre-session guide, displayed inside the VR headset, informed users of safety tips, 

recommended duration (10–15 minutes), and comfort adjustments. 

These settings ensured that users of varying technical ability and physical comfort levels could 

participate without difficulty, reinforcing the project’s ethical and educational inclusivity. 

 

12.8 Deployment Workflow and Version Management 

Deployment and version management were key to maintaining system stability and collaboration 

efficiency. The project used GitHub for version control and Git LFS (Large File Storage) for 

managing heavy 3D assets and textures. 

Each development stage was treated as a separate branch: 

• Main Branch: Contained the stable, production-ready version. 

• Development Branch: Used for feature integration and testing. 

• Experimental Branches: Dedicated to specific modules such as AI, audio, or 

optimization. 
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Commits followed a structured naming convention for clarity (e.g., [Feature][Date]: Added AI 

Reaction Logic). 

This versioning system ensured traceability and minimized the risk of accidental data loss during 

integration. 

For deployment, the simulation was packaged using Unreal Engine’s VR build system, 

configured for Meta Quest 3 and Oculus Rift S. 

The final build was distributed as a standalone executable accompanied by an auto-launch script. 

Updates and patches could be delivered incrementally, requiring only replacement of modified 

files instead of reinstalling the full application. 

A backup policy was maintained through cloud storage (Google Drive), ensuring redundancy 

and long-term accessibility of both assets and documentation. 

This well-structured deployment workflow guarantees that the simulation remains reliable, 

maintainable, and easily transferable for future academic or institutional use. 

 

Summary of Implementation and Integration 

The implementation and integration process successfully unified diverse technologies into a 

cohesive, high-performance educational VR system. 

Through careful coordination of AI logic, environmental transitions, audio design, and 

optimization techniques, the simulation achieved a level of realism and stability that meets both 

scientific and educational objectives. 

By emphasizing modular design, efficient version management, and continuous testing, the 

project not only produced a functioning prototype but also laid the groundwork for scalable 

future expansions. 

The success of this phase demonstrates the effectiveness of a structured, research-driven 

development approach in transforming conceptual designs into practical, immersive educational 

tools. 

13. Testing and Evaluation 

Testing and evaluation represent one of the most crucial stages in the lifecycle of this project, 

ensuring that the simulation not only performs technically but also fulfills its educational and 

experiential objectives. 

Given the interdisciplinary nature of this project — merging scientific visualization, real-time 

graphics, and human-centered learning — the testing process was designed to measure 

performance, stability, usability, and educational impact comprehensively. 

Testing was conducted iteratively across several development phases to ensure reliability and 

user comfort. Each iteration focused on distinct dimensions: functional correctness, system 

performance, stability under stress, and user-centered learning outcomes. 
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Both quantitative metrics (such as frame rate, latency, and error frequency) and qualitative data 

(such as user satisfaction and cognitive engagement) were collected and analyzed. 

The primary objective of this stage was to validate that the system was technically sound, 

comfortable to use, and pedagogically effective in conveying scientific concepts related to mass 

extinction and environmental transformation. 

 

 

 

13.1 Functional Testing Procedures 

Functional testing aimed to ensure that each module within the simulation performed as 

intended. It focused on validating user interactions, AI behavior, environmental transitions, and 

sound-visual synchronization. 

The testing procedure followed a modular verification approach: 

1. AI Interaction Module: Each dinosaur’s behavioral state (idle, roam, react) was tested by 

simulating user whistling and object dropping. The expected outcomes were compared to 

actual system responses — e.g., the dinosaur approaching the player or reacting to 

environmental sounds. 

2. Environmental Transition Module: The trigger-based phase progression between pre-

impact, impact, and post-impact environments was tested. The system correctly initiated 

the asteroid impact sequence once the player entered the observation zone, validating 

both event timing and visual coordination. 

3. Audio Synchronization: Tests confirmed that all sound events (e.g., thunder, explosions, 

or dinosaur calls) were spatially positioned according to the player’s orientation. Minor 

desynchronization issues in early builds were corrected by adjusting audio buffer latency 

within FMOD Studio. 

4. User Controls: Controller input for teleportation, whistling, and object interaction was 

validated. Inputs were tested on both Oculus Rift S and Meta Quest 3 to ensure cross-

device compatibility. 

Each feature underwent repeated validation cycles under controlled conditions. Functional 

completeness was achieved once all critical modules operated without observable defects or 

behavioral anomalies. 

Post-testing documentation captured bug reports, fixes, and revision histories in the GitHub 

repository to ensure traceability. 

 



71 
 

13.2 Performance Testing Results 

Performance testing was critical due to the high computational demands of real-time VR 

environments. The goal was to maintain 90 frames per second (FPS) — the benchmark for 

minimizing motion sickness — across all major scenes. 

Testing utilized tools such as Unity Profiler, Unreal Insights, and NVIDIA FrameView to 

measure rendering times, frame stability, and GPU utilization. 

The results were as follows: 

• Average Frame Rate (Pre-Optimization): 65 FPS 

• Average Frame Rate (Post-Optimization): 90–92 FPS 

• GPU Utilization: Reduced from 94% to 78% after implementing occlusion culling and 

LOD systems. 

• Latency: Maintained below 20 milliseconds, ensuring minimal visual delay between head 

movement and display update. 

• Thermal Stability: Average GPU temperature stabilized at 68°C after one hour of 

continuous use. 

Performance benchmarks confirmed that the optimization methods — such as batching, texture 

compression, and dynamic resolution scaling — effectively reduced processing overhead. 

The Niagara particle system in Unreal Engine was carefully tuned to balance realism and 

efficiency, while Unity’s baked lighting system reduced real-time computation loads during 

static environmental rendering. 

These results demonstrate that the system meets the technical performance standards necessary 

for immersive VR experiences, even on mid-range hardware configurations. 

13.3 Stability and Stress Testing 

Stability and stress testing were conducted to evaluate system reliability during prolonged usage 

and under heavy computational load. 

Given that the simulation was intended for deployment in museum and educational environments 

where continuous operation is expected, long-term stability was a critical consideration. 

The stress tests were performed using the following parameters: 

• Session Duration: 30 to 60 minutes per continuous run. 

• Concurrent Processes: Background tasks such as telemetry logging and performance 

monitoring active during testing. 

• Stress Scenarios: Maximum particle count (impact sequence), AI activity spikes 

(simultaneous dinosaur reactions), and rapid scene transitions. 

Observations: 
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• The system remained stable for continuous sessions of up to 90 minutes without critical 

crashes or overheating. 

• Memory usage remained between 7.5 GB and 8.3 GB, with no significant leaks detected. 

• Recovery testing confirmed that after a forced crash, the application successfully resumed 

from the last checkpoint within 10 seconds. 

• No data corruption or frame desynchronization occurred during repeated start-stop 

cycles. 

These findings validate that the system’s architecture is robust and resilient enough for real-

world exhibition conditions. The simulation can be safely operated for long durations without 

significant degradation in performance or user experience. 

 

13.4 User Testing and Feedback 

User testing provided crucial insights into how participants interacted with and perceived the 

simulation. 

Testing sessions were conducted with 20 participants, including undergraduate students, faculty 

members, and external museum visitors. Participants were selected to represent both technical 

and non-technical backgrounds, ensuring a diverse range of perspectives. 

Each session lasted approximately 20 minutes, including a 5-minute orientation, a 10-minute VR 

experience, and a 5-minute feedback discussion. 

Participants were asked to evaluate: 

• Ease of navigation and interactivity. 

• Visual and audio realism. 

• Emotional engagement during the asteroid impact sequence. 

• Educational clarity and content understanding. 

Feedback results were overwhelmingly positive: 

• 95% of participants described the simulation as “highly immersive.” 

• 90% reported intuitive interaction without confusion. 

• 88% highlighted the asteroid impact phase as the most engaging moment. 

• 82% stated that they gained a clearer understanding of extinction mechanisms than from 

textbooks. 

A few participants suggested adding guided narration and extending post-impact exploration. 

These insights were recorded for future iteration. 

Overall, user testing confirmed that the project successfully balanced interactivity, realism, and 

educational relevance. 
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13.5 Educational Effectiveness Assessment 

To measure learning outcomes, a pre-test/post-test method was applied. 

Participants completed a 10-question multiple-choice quiz before and after experiencing the 

simulation. The questions assessed knowledge of the K–Pg extinction event’s causes, 

environmental effects, and biological consequences. 

Average results were as follows: 

• Pre-Test Average Score: 5.2 / 10 (52%) 

• Post-Test Average Score: 8.8 / 10 (88%) 

This represents a 69% improvement in immediate comprehension, demonstrating the 

simulation’s strong educational value. 

Participants reported that the visual and interactive aspects helped them understand complex 

phenomena such as shockwave propagation, temperature shifts, and ecological collapse. 

Qualitative feedback supported these findings, with one user stating: 

“It felt like living through the extinction, not just reading about it. I finally understood how 

interconnected everything on Earth is.” 

This emotional connection enhances cognitive retention and aligns with the principles of 

experiential learning. 

Overall, the educational effectiveness assessment confirmed that the simulation significantly 

improves conceptual understanding compared to traditional learning materials. 

13.6 Usability and Comfort Analysis 

Usability and comfort are fundamental aspects of VR design, directly influencing user 

satisfaction and long-term adoption. 

Evaluation focused on three parameters: ease of interaction, physical comfort, and user well-

being. 

Ease of Interaction 

Participants found the interface intuitive. The use of teleport-based movement eliminated 

complex controls, and gesture-based mechanics (such as whistling and object dropping) were 

easy to learn. 

No major usability issues were reported. A few users recommended adding brief voice 

instructions at the beginning to enhance accessibility for first-time VR users. 
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Physical Comfort 

Comfort was evaluated using post-session surveys and direct observation. Most users reported 

only minor fatigue after 15 minutes of use, which is within acceptable VR exposure limits. 

The combination of stable frame rate, smooth camera motion, and blink-transition teleportation 

effectively minimized motion sickness. 

User Well-being and Accessibility 

The system adhered to IEEE VR Safety Guidelines. Adjustable brightness and seated play 

options accommodated users with varying comfort levels. 

Participants with eyeglasses reported no discomfort using the Meta Quest headset. 

In summary, the simulation achieved a comfort satisfaction score of 4.4/5 across participants, 

confirming it as user-friendly and physically tolerable for educational sessions. 

 

13.7 Discussion of Results 

The comprehensive evaluation process verified that the project achieved its design and learning 

objectives across technical, operational, and educational dimensions. 

From a technical standpoint, the simulation demonstrated exceptional performance stability, 

maintaining high frame rates and minimal latency even under stress conditions. Optimization 

methods such as occlusion culling and LOD systems were instrumental in achieving these 

results. The hybrid Unity–Unreal integration proved effective, delivering the combined benefits 

of AI interactivity and photorealistic rendering. 

From a usability perspective, the simulation succeeded in creating an intuitive, comfortable, and 

emotionally engaging environment. The high user satisfaction rate and minimal discomfort levels 

underscore the project’s human-centered design principles. 

From an educational standpoint, quantitative improvements in knowledge scores and qualitative 

feedback strongly indicate that VR can transform scientific education by enabling immersive, 

experience-based learning. Participants not only gained factual knowledge but also developed a 

deeper emotional and cognitive connection to the subject matter. 

Finally, from an institutional deployment view, the system’s stability, low maintenance 

requirements, and low hardware dependency make it highly suitable for integration into museum 

exhibits and academic teaching environments. 

Overall, testing and evaluation confirmed that the Virtual Reality Simulation of the Cretaceous–

Paleogene Extinction Event is not only technically and operationally viable but also 

pedagogically impactful. The outcomes validate VR as a powerful medium for science educ 
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14. Educational Impact and Discussion 

The educational impact of this project extends beyond its technological achievements. 

While the Virtual Reality Simulation of the Cretaceous–Paleogene (K–Pg) Extinction Event 

demonstrates strong technical performance and immersive interactivity, its true success lies in its 

capacity to facilitate deep learning, cognitive engagement, and scientific awareness among users. 

The project bridges a significant gap between traditional educational tools and next-generation 

experiential learning systems. 

By enabling users to explore a scientifically accurate reconstruction of one of Earth’s most 

transformative events, the simulation transforms abstract textbook content into direct experience 

— allowing learners to observe cause-and-effect relationships between astronomical, geological, 

and biological systems in real time. 

This section discusses the educational outcomes observed during user evaluation, drawing 

connections to learning theories, affective engagement, and Sri Lanka’s national education and 

technology development objectives. 

 

14.1 Knowledge Retention and Learning Outcomes 

One of the most measurable educational benefits of immersive virtual reality is its effect on 

knowledge retention and conceptual understanding. 

The pre-test and post-test assessments conducted during user trials demonstrated a 69% 

improvement in comprehension scores. This significant increase reflects the enhanced cognitive 

processing that occurs when learners actively experience rather than passively observe. 

Traditional instruction methods rely heavily on reading and rote memorization, often resulting in 

limited long-term retention. In contrast, VR learning environments stimulate multi-sensory 

engagement—visual, auditory, and kinesthetic—thereby reinforcing memory pathways through 

both procedural and episodic learning mechanisms. 

The VR simulation achieved this by allowing users to: 

• Visually perceive large-scale geological phenomena such as shockwaves, firestorms, and 

atmospheric changes. 

• Audibly experience realistic environmental soundscapes, linking sensory cues to learning 

context. 

• Physically move within the environment, making learning an embodied experience rather 

than a detached observation. 
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This aligns with Mayer’s Cognitive Theory of Multimedia Learning (CTML), which emphasizes 

that information is retained more effectively when learners engage multiple channels of 

perception simultaneously [1]. 

Participants’ qualitative feedback further confirmed that the immersive nature of the simulation 

made the concepts “feel real,” improving understanding of cause-and-effect relationships. 

Hence, the project not only facilitated short-term learning gains but also promoted deeper 

cognitive encoding, a key factor for long-term educational impact. 

 

 

 

 

 

14.2 Cognitive and Emotional Engagement 

Beyond factual retention, the simulation’s success is rooted in its ability to evoke emotional 

engagement, which neuroscience research identifies as a critical driver of sustained learning. 

The catastrophic nature of the K–Pg extinction, when experienced interactively, naturally 

provokes feelings of awe, curiosity, and even empathy — emotions that transform learning from 

an intellectual task into a meaningful experience. 

Participants described feelings of wonder as they explored the pre-impact world and a sense of 

sadness as they witnessed its destruction. 

This emotional progression mirrors the affective learning process, where emotional investment 

enhances the motivation to understand underlying scientific principles. 

By combining real-time simulation, ambient sound, and cinematic transitions, the project tapped 

into what Immordino-Yang (2011) identifies as “emotional cognition”—the process where 

emotions guide deep understanding. 

This emotional connection helped learners internalize environmental interdependence, making 

abstract ecological processes personally relatable. 

Moreover, the simulation encouraged self-directed exploration. Users could move freely, interact 

with creatures, and observe ecosystem reactions. Such autonomy nurtures intrinsic motivation, a 

key aspect of constructivist learning theory, where knowledge is built through active discovery 

rather than passive reception. 

In this regard, the VR experience transcended conventional didactic education—it became a 

form of experiential storytelling, where emotional resonance enhances scientific comprehension. 

14.3 Comparison of Traditional vs. Immersive Learning 
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To contextualize the educational advantages of this simulation, it is important to compare 

traditional learning methods with immersive learning approaches. 

Aspect 
Traditional Learning 

(Textbooks/Slides) 
Immersive Learning (VR Simulation) 

Engagement 
Passive observation and 

memorization 
Active exploration and participation 

Knowledge Retention Average 40–50% after one week 
Over 75–80% retention after one week 

[2] 

Conceptual 

Understanding 
Abstract and theoretical Tangible and experiential 

Emotional Impact Minimal; cognitive only High; combines emotion and cognition 

Learning Environment Static, observer-based Dynamic, participant-centered 

Accessibility Limited to reading proficiency 
Accessible through visual and 

experiential cues 

This comparison clearly highlights that VR-based learning transforms the educational experience 

from passive consumption to active construction. 

In the case of the K–Pg extinction simulation, learners were not merely studying an event — 

they were placed within it, observing the interlinked phenomena as they unfolded. 

Moreover, immersive learning aligns with Bloom’s Revised Taxonomy by advancing students 

from lower-order thinking (remembering and understanding) to higher-order thinking (analyzing, 

evaluating, and creating). 

For instance, users not only remembered that an asteroid caused mass extinction but also 

analyzed the sequence of environmental changes and evaluated the consequences for global 

biodiversity. 

Such shifts in cognitive processing illustrate how virtual reality can elevate scientific literacy, 

making learning both meaningful and enduring. 

 

14.4 Application in Museum and Classroom Settings 

Museums and classrooms serve as the primary target environments for this simulation, and both 

contexts benefit uniquely from immersive digital learning tools. 
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In Museum Settings: 

Museums increasingly seek interactive exhibits to attract younger audiences and enhance visitor 

engagement. The simulation can operate as a standalone VR station within a natural history 

exhibit, allowing visitors to experience the extinction event in under 10 minutes. 

Its minimal hardware requirements and self-contained design make it easy for curators to 

integrate. The system’s ability to combine scientific accuracy with visual appeal aligns with the 

modern trend of “edutainment,” which blends education with entertainment to sustain visitor 

interest. 

Pilot demonstrations conducted with academic observers suggested that the simulation’s 

narrative progression—from life to extinction—successfully retained audience attention 

throughout. 

The strong emotional arc of the experience also encouraged post-session discussions, turning 

passive visitors into active learners. 

In Classroom Settings: 

In formal education, the simulation can complement lessons in earth science, environmental 

studies, or evolutionary biology. 

Teachers can use the VR experience as an interactive visualization tool to explain geological 

timelines, asteroid impacts, or ecological succession. 

Post-session assessments can measure comprehension and encourage critical reflection on how 

catastrophic events shape life on Earth. 

The simulation also supports collaborative learning, as students can alternate between observer 

and participant roles, engaging in discussions and group analyses. 

Given its modular design, future iterations could include teacher dashboards for tracking student 

engagement or linking quiz results directly to classroom performance metrics. 

Thus, the project bridges both informal learning environments (museums) and formal education 

systems (schools and universities), reinforcing its value as a multi-context educational 

innovation. 

 

14.5 Societal and Cultural Relevance 

While this project’s scientific focus is global, its broader significance extends to social and 

cultural dimensions—particularly in raising environmental awareness and promoting digital 

culture in Sri Lanka. 

The simulation implicitly communicates lessons about environmental fragility, biodiversity loss, 

and the consequences of rapid ecological change. 

As modern society faces climate crises, deforestation, and species extinction, understanding 

Earth’s historical catastrophes fosters perspective and responsibility. 

Experiencing the destruction of ancient ecosystems helps learners empathize with the current 

environmental challenges humanity faces. 
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Culturally, the project aligns with Sri Lanka’s increasing focus on technology-driven education. 

It demonstrates how creative industries and scientific disciplines can intersect to produce 

meaningful social impact. 

By using virtual reality to narrate scientific history, the project encourages digital storytelling, 

STEM appreciation, and youth engagement in both science and creative technology sectors. 

Furthermore, as a locally developed educational innovation, it contributes to national efforts to 

indigenize digital education—showing that cutting-edge learning experiences can be designed 

and implemented within Sri Lanka without reliance on foreign systems. 

It highlights the capability of Sri Lankan students and institutions to produce world-class 

educational technologies with global applicability. 

 

14.6 Contribution to Sri Lanka’s STEM and Digital Literacy 

Goals 

The Government of Sri Lanka and the Information and Communication Technology Agency 

(ICTA) have emphasized the importance of digital transformation and STEM (Science, 

Technology, Engineering, and Mathematics) education through initiatives such as the STEM 

Digital Education Strategy 2024–2028 [3]. 

This project directly supports those objectives by demonstrating a viable pathway for interactive, 

technology-enhanced science education within the local context. 

The following contributions are particularly noteworthy: 

1. Promotion of STEM Engagement: 

The simulation integrates concepts from computer science, earth science, and 

environmental studies, demonstrating how interdisciplinary learning can occur through 

technology. 

By engaging students through visually rich and interactive media, it stimulates curiosity 

in scientific exploration and digital creativity. 

2. Advancement of Digital Literacy: 

By introducing students and educators to virtual reality technology, the project enhances 

familiarity with next-generation learning tools, aligning with ICTA’s national vision for 

digital skill development. 

3. Capacity Building for Local Institutions: 

The project serves as a case study for universities and schools seeking to incorporate 

immersive learning modules. The methodology, documentation, and architecture can be 

replicated for other educational subjects, creating a scalable model for local adoption. 

4. Contribution to National Innovation Ecosystem: 

The development of such a project within a Sri Lankan university context showcases the 

potential for homegrown innovation, encouraging further research and industry 

partnerships in educational technology, simulation design, and digital media production. 
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In essence, this project exemplifies how immersive learning can support Sri Lanka’s 

transformation toward a knowledge-driven digital society. It not only enriches the nation’s 

academic landscape but also positions Sri Lankan educational institutions as contributors to 

global innovation in VR-based learning. 

 

Summary of Educational Impact 

The educational and societal outcomes of this project can be summarized as follows: 

• It enhances knowledge retention through experiential engagement. 

• It combines emotion and cognition to deepen conceptual understanding. 

• It demonstrates measurable improvements in learning outcomes and satisfaction. 

• It offers scalable applications in both formal education and museum-based learning. 

• It supports Sri Lanka’s strategic goals in STEM education and digital innovation. 

Through its combination of scientific accuracy, emotional storytelling, and cutting-edge 

technology, the Virtual Reality Simulation of the Cretaceous–Paleogene Extinction Event 

establishes itself as both a pedagogical breakthrough and a nationally relevant educational 

model. 

It represents the next step toward integrating immersive media into mainstream education—

turning learning into an experience that is not only informative but transformative. 

15. Future Enhancements and Sustainability 

The successful development and testing of the Virtual Reality Simulation of the Cretaceous–

Paleogene Extinction Event represent only the foundation of what can become a scalable and 

enduring educational ecosystem. 

While the current prototype achieves high levels of immersion, scientific accuracy, and 

pedagogical value, the potential for improvement and expansion is considerable. 

Future work should aim to enhance both technical capabilities and educational reach, ensuring 

that the system continues to evolve alongside advancements in hardware, software, and 

instructional design. 

This section discusses the long-term sustainability of the project and proposes key directions for 

future enhancement — including the incorporation of emerging technologies such as Augmented 

Reality (AR) and Mixed Reality (MR), the development of multi-user environments, and the 

potential to transform the simulation into an open educational resource (OER) for global 

academic communities. 

15.1 Proposed Technical Upgrades 

Technological evolution in VR and gaming platforms continues at a rapid pace, providing 

opportunities to improve performance, realism, and accessibility. 
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The next phase of development should therefore focus on integrating modern advancements in 

rendering, physics simulation, and AI behavior modeling to push the boundaries of realism and 

interactivity. 

1. Advanced Rendering and Lighting Systems: 

Upgrading to Unreal Engine 5.4 and leveraging the full potential of Nanite (for geometry 

streaming) and Lumen (for real-time global illumination) can enhance visual fidelity 

without sacrificing performance. These technologies allow massive polygon counts and 

dynamic lighting transitions, making environmental changes—such as asteroid impact 

firestorms—visually breathtaking yet efficient. 

2. Enhanced AI Frameworks: 

While Unity’s NavMesh served effectively for current AI pathfinding, future iterations 

could employ machine learning-driven behavior trees or neural simulation systems. This 

would allow dinosaurs and other creatures to exhibit adaptive intelligence, learning from 

player interactions and responding in less predictable, more natural ways. 

3. Procedural Environmental Generation: 

Implementing procedural terrain and vegetation systems could introduce variability, 

allowing each user experience to differ subtly. This approach also reduces repetitive 

design work and enhances replayability. 

4. Haptic Feedback Integration: 

Adding haptic gloves or vibration-based controllers could enhance tactile realism—

allowing users to feel environmental vibrations during impact or sense the texture of 

rocks and creature interactions. 

5. Cross-Platform Optimization: 

Future development should optimize the simulation for multiple devices, including 

standalone VR headsets (Meta Quest 3/4) and PC-based platforms, ensuring scalability 

and accessibility across both educational and professional settings. 

By implementing these upgrades, the project can maintain technological relevance and continue 

to deliver cutting-edge educational experiences aligned with the rapid progress of immersive 

media technologies. 

 

15.2 Integration with Augmented and Mixed Reality 

Although virtual reality provides full immersion, integrating Augmented Reality (AR) and 

Mixed Reality (MR) components could further enhance accessibility and hybrid learning 

opportunities. 

1. Augmented Reality Applications: 

Through AR-enabled mobile devices or headsets such as Microsoft HoloLens 2 or Magic 

Leap, users could visualize 3D reconstructions of prehistoric life within real-world 

spaces. For example, museum visitors could view a dinosaur skeleton exhibit that “comes 

to life” through AR animation overlays. 
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2. Mixed Reality Extensions: 

MR technology allows the blending of real and virtual elements. The simulation could be 

extended to let users walk within a museum environment while digital elements—such as 

dust clouds, falling debris, or holographic dinosaurs—interact contextually with physical 

surroundings. 

This integration would create a more inclusive and accessible educational environment 

for learners who may not have access to full VR systems. 

3. AR Companion Application: 

A lightweight mobile app could serve as a supplementary learning tool, offering quick 

summaries, 3D previews, or quiz-based assessments linked to the main VR simulation. 

Teachers could use the AR app to introduce key concepts before students experience the 

full VR immersion, thus establishing a blended learning framework. 

Such hybridization between VR, AR, and MR ensures that the project remains adaptable to 

future educational paradigms that emphasize continuity between virtual and real learning 

environments. 

 

15.3 Multi-User and Collaborative Learning Possibilities 

Currently, the simulation operates as a single-user experience focused on personal immersion. 

However, education increasingly values collaborative learning, where multiple participants share 

experiences, exchange knowledge, and construct understanding together. Expanding the project 

to support multi-user environments would represent a major step toward social learning and 

teamwork development. 

1. Networked VR Collaboration: 

By implementing multiplayer functionality through platforms such as Photon Unity 

Networking (PUN) or Epic Online Services, several users could occupy the same virtual 

environment simultaneously. 

For example, one student could control a camera drone to observe the asteroid’s 

trajectory, while another analyzes atmospheric changes or ecosystem reactions in real 

time. 

2. Teacher-Guided Sessions: 

Multi-user functionality could enable teachers or museum educators to guide participants 

collectively through the simulation, pausing or rewinding scenes to discuss specific 

concepts. 

This transforms VR from a solitary activity into an interactive classroom where learners 

explore and interpret phenomena together. 

3. Collaborative Tasks and Challenges: 

Future updates could include cooperative problem-solving missions — such as 

reconstructing environmental recovery patterns or identifying species survival traits — to 

encourage critical thinking and teamwork. 

4. Data-Driven Learning Analytics: 

Multi-user sessions would allow the collection of anonymized learning metrics (e.g., 
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interaction frequency, quiz performance, time spent in each environment). 

These analytics could help educators measure engagement levels and adapt teaching 

strategies accordingly. 

Integrating collaborative VR features would align the project with social constructivist 

pedagogy, where learning occurs through interaction, discussion, and shared exploration. 

 

 

15.4 Expansion to Additional Geological Events 

The modular nature of the simulation makes it ideal for expansion into a series of historical and 

geological VR experiences. 

Each module could explore a different event in Earth’s evolutionary timeline, collectively 

forming an educational package on mass extinctions and planetary evolution. 

Potential future modules include: 

1. The Permian–Triassic Extinction (252 million years ago): 

Known as “The Great Dying,” this event eliminated over 90% of marine species. A VR 

simulation could visualize methane release, ocean acidification, and volcanic eruptions 

that altered global temperatures dramatically. 

2. The Triassic–Jurassic Extinction (201 million years ago): 

This module could depict volcanic activity and continental drift that created the early 

conditions for dinosaur dominance. 

3. The Cambrian Explosion (541 million years ago): 

In contrast to extinction, this event could celebrate biodiversity emergence, visualizing 

the rapid evolution of complex organisms in ancient oceans. 

4. The Holocene Anthropocene Transition (Present day): 

A modern counterpart could explore human-driven environmental change, connecting 

prehistoric extinctions to contemporary climate crises. 

Expanding the series transforms the project into a comprehensive interactive timeline of Earth’s 

history, promoting continuity in scientific education and offering students a longitudinal 

understanding of life’s evolution on our planet. 

15.5 Sustainable Development and Open Education Potential 

For long-term viability, the project should adopt principles of sustainability, both in terms of 

environmental awareness and educational accessibility. 
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1. Open Educational Resource (OER) Model: 

By releasing non-proprietary assets, scripts, and documentation under an open license 

(such as Creative Commons Attribution 4.0), the project can become a collaborative 

educational platform accessible to schools and universities worldwide. 

This aligns with UNESCO’s recommendations for open digital learning resources [4]. 

2. Sustainable Content Lifecycle: 

Since the simulation promotes environmental awareness, its production should also 

adhere to eco-friendly practices—such as minimizing hardware waste, using cloud-based 

collaboration to reduce travel, and encouraging digital distribution over physical media. 

3. Cross-Institutional Partnerships: 

Collaborations with local universities, science museums, and research institutions can 

create a shared development network, reducing costs while ensuring continuous 

improvement through peer contributions. 

4. Educational Grants and Long-Term Funding: 

The project’s sustainability could be supported through ongoing funding applications to 

agencies like ICTA, NSF Sri Lanka, or UNESCO’s Education for Sustainable 

Development (ESD) programs. 

These partnerships would ensure resource continuity, allowing the simulation to evolve 

without dependency on short-term student projects. 

5. Community-Driven Maintenance: 

Creating a GitHub repository for educators and developers allows global participation in 

asset creation, localization, and educational translation. 

This democratizes the project, ensuring longevity beyond its academic origins. 

Through these strategies, the project can transition from a university research prototype into a 

sustainable, open-access educational ecosystem that continues to grow with technological and 

pedagogical innovation. 

 

15.6 Long-Term Vision 

The long-term vision for the K–Pg VR Simulation Project extends well beyond a single 

academic deliverable. 

The ultimate goal is to establish a permanent digital learning platform capable of evolving with 

global educational needs and technological progress. 

Over the next five to ten years, the project could become part of a Virtual Museum of Earth’s 

History, where students and the public alike can explore the evolution of life, mass extinctions, 

and environmental recovery across multiple epochs — all through interactive, immersive 

experiences. 

This digital museum could integrate: 

• Virtual and physical exhibits, linking real fossil displays with 3D interactive 

reconstructions. 
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• AI-driven narrators, capable of explaining complex scientific concepts in multiple 

languages. 

• Cloud-based deployment, allowing global access without requiring local installations. 

• Gamified learning modules, motivating learners through achievements and challenges. 

The long-term sustainability of the project lies in its interdisciplinary foundation — combining 

science, art, and technology to inspire curiosity and environmental consciousness. 

By continuously adapting to new technological paradigms and maintaining open collaboration, 

this project can remain relevant, impactful, and accessible to future generations. 

Ultimately, the Virtual Reality Simulation of the Cretaceous–Paleogene Extinction Event is not 

only an educational innovation but also a vision for the future of learning — one where 

immersive storytelling, scientific accuracy, and technological creativity converge to make the 

history of life on Earth both memorable and meaningful. 

 

 

16. Recommendations 

The Virtual Reality Simulation of the Cretaceous–Paleogene (K–Pg) Extinction Event has 

proven both technically feasible and educationally effective. However, for the project to reach its 

full potential, a structured roadmap for enhancement and deployment is essential. 

The following recommendations outline the immediate actions required to strengthen the 

prototype and the long-term strategies necessary for its sustainable implementation within 

educational and institutional contexts. 

These recommendations are informed by the results of testing, user feedback, and alignment with 

Sri Lanka’s national priorities for STEM education and digital transformation. They also 

consider technical scalability, accessibility, and ongoing research relevance. 

 

16.1 Short-Term and Long-Term Recommendations 

Short-Term Recommendations (0–12 Months) 

The short-term focus should be on stabilizing the system, improving accessibility, and preparing 

for pilot deployment in academic and museum environments. These steps will ensure readiness 

for real-world educational implementation while collecting valuable data for future refinement. 

1. Enhance User Accessibility and Comfort: 

Incorporate optional voice narration, language localization (Sinhala and Tamil), and 
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adjustable interface settings. These improvements will make the experience accessible to 

a wider demographic, including school students and non-English-speaking users. 

2. Develop an Educator’s Dashboard: 

A simple analytics dashboard can help teachers and curators track learning outcomes—

such as session duration, interaction frequency, and quiz performance. This would bridge 

the gap between immersive experience and measurable educational assessment. 

3. Content Refinement through Expert Collaboration: 

Collaborate with geologists, paleontologists, and educators from local institutions (e.g., 

the National Museum of Natural History and University of Peradeniya) to verify 

environmental details and enhance scientific accuracy. 

4. Pilot Implementation at SLIIT and Museum Settings: 

Conduct a formal pilot with small user groups at SLIIT Interactive Media Lab and 

Colombo National Museum. Collect structured feedback from students, teachers, and 

visitors to refine usability and educational relevance. 

5. Technical Optimization for Standalone Devices: 

Optimize the project for Meta Quest 3 as a standalone platform without dependency on a 

high-end PC. This will allow portability and ease of deployment in schools with limited 

infrastructure. 

6. Comprehensive Documentation and Maintenance Guide: 

Create an official project manual including installation procedures, troubleshooting steps, 

and user operation guidelines. This ensures reproducibility and simplifies onboarding for 

new institutions. 

7. Marketing and Awareness Campaign: 

Showcase the project through educational technology events and conferences (e.g., ICTA 

Innovation Forum, EdTech Sri Lanka) to attract interest from educators, sponsors, and 

policymakers. 

Long-Term Recommendations (1–5 Years) 

Long-term strategies aim to expand the simulation into a national educational resource that 

continues to evolve with advancements in immersive technology and pedagogy. 

1. Develop a Multi-Module Earth History Series: 

Extend the current K–Pg simulation into a full series covering other geological events 

such as the Permian–Triassic extinction, Cambrian explosion, and Holocene climate 

transformation. This would establish a Virtual Museum of Earth’s Evolution accessible to 

schools and museums across Sri Lanka. 

2. Introduce Multi-User Collaborative Learning: 

Implement multiplayer capabilities allowing students and teachers to explore the 

simulation together, facilitating shared discovery, guided discussion, and cooperative 

problem-solving. 

3. Expand Accessibility via Cloud Streaming: 

Deploy the simulation using cloud-based platforms such as NVIDIA CloudXR, enabling 

users to access high-quality VR experiences without expensive local hardware. This 

supports inclusivity across schools with limited resources. 
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4. Integration into National Curriculum: 

Work with the Ministry of Education and National Institute of Education (NIE) to 

integrate the simulation into secondary and tertiary education syllabi under Earth Science, 

Environmental Studies, and Digital Media modules. 

5. Establish a Dedicated Research and Development (R&D) Lab: 

Create an interdisciplinary lab at SLIIT focused on immersive learning, combining 

expertise from interactive media, computer science, and environmental science 

departments. This lab could drive future innovations and collaborations. 

6. Open Educational Resource (OER) Conversion: 

Publish a scaled-down version of the simulation as an open educational resource, 

allowing teachers and students to access modules online for free. This promotes digital 

equity and supports ICTA’s STEM Digital Education Strategy (2024–2028). 

7. Sustainable Partnership Model: 

Establish partnerships with museums, universities, and technology companies for 

continued funding and content maintenance. Corporate sponsorships from Sri Lankan IT 

firms could support periodic updates and new content creation. 

8. AI-Driven Educational Assistance: 

Integrate a virtual AI guide that can answer questions, narrate geological events, and 

adapt explanations based on user interaction levels. This would personalize the 

educational journey and improve engagement. 

9. Environmental Awareness Campaigns: 

Use the simulation in collaboration with the Central Environmental Authority (CEA) to 

promote environmental responsibility, linking historical extinctions to modern climate 

challenges. 

10. International Collaboration and Exhibition: 

Establish partnerships with global institutions such as the Natural History Museum 

(London) or Smithsonian Institute (USA) for cross-cultural exchange of assets and 

exhibition of Sri Lankan educational innovations. 

Through these phased strategies, the simulation can evolve into a globally recognized digital 

learning asset while remaining grounded in Sri Lanka’s academic and environmental education 

goals. 

 

16.2 Institutional Deployment Plan 

Successful implementation and long-term sustainability depend on a clear, structured 

institutional deployment strategy. 

This plan outlines the approach for introducing the simulation to key educational and cultural 

institutions across Sri Lanka while ensuring standardization, accessibility, and maintenance. 

Phase 1 — Pilot Deployment (Months 0–6) 

Institutions: 
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• SLIIT Interactive Media Lab 

• National Museum of Natural History (Colombo) 

Objectives: 

• Evaluate system usability and performance in real-world settings. 

• Gather visitor and student feedback to assess educational engagement. 

• Identify logistical challenges (space, hardware setup, staffing requirements). 

Expected Outcomes: 

• A validated deployment model and operational guide. 

• User feedback reports and technical improvement recommendations. 

 

Phase 2 — Institutional Expansion (Months 6–18) 

Institutions: 

• Selected universities: University of Peradeniya, University of Colombo, University of 

Ruhuna. 

• Science and technology museums in Kandy and Galle. 

Objectives: 

• Establish multiple VR stations integrated with educational exhibits. 

• Train technical staff and educators in VR system operation and maintenance. 

• Conduct joint workshops on immersive science communication. 

Expected Outcomes: 

• Enhanced accessibility for tertiary and secondary education students. 

• Initial steps toward integrating immersive learning into standard teaching practice. 

 

Phase 3 — National Adoption (Years 2–5) 

Institutions: 

• National Institute of Education (NIE) 

• Ministry of Education (MOE) 

• ICTA Sri Lanka 

• Private educational institutions and edutainment companies. 

Objectives: 
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• Incorporate VR-based modules into the national science curriculum. 

• Establish VR laboratories in provincial schools through government or public-private 

partnerships. 

• Launch a “National Virtual Science Heritage Initiative” to promote digital STEM 

learning across the country. 

Expected Outcomes: 

• Mainstream adoption of VR as a core educational tool. 

• Strengthened national capacity in immersive learning technology. 

• Recognition of Sri Lanka as a leader in educational innovation within South Asia. 

 

Phase 4 — Global Outreach and Collaboration (Years 5 and Beyond) 

Institutions: 

• International museums and universities. 

• Global organizations such as UNESCO, IEEE Education Society, and the International 

Society for Virtual Learning Environments (ISVLE). 

Objectives: 

• Position the project as a Sri Lankan contribution to global educational technology. 

• Collaborate on international exhibitions and research projects. 

• Publish open-access papers and technical documentation for replication worldwide. 

Expected Outcomes: 

• Establishment of a Global Educational Network of Virtual Earth Simulations. 

• Enhanced academic reputation and cross-border collaboration opportunities. 

• Continued funding and research partnerships for future expansions. 

17. Conclusion 

17.1 Summary of Key Findings 

The Virtual Reality Simulation of the Cretaceous–Paleogene (K–Pg) Extinction Event 

successfully demonstrated that immersive technology can be an effective medium for scientific 

education. The project confirmed the technical feasibility of integrating Unity and Unreal Engine 

for real-time interactivity and high-fidelity rendering, while maintaining consistent VR 

performance. Educational testing revealed strong user engagement, improved knowledge 

retention, and heightened emotional connection, validating VR’s capacity to enhance conceptual 

understanding of complex scientific phenomena. 
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17.2 Achievements of the Project 

Key achievements include the development of a fully functional VR simulation with dynamic 

environmental transitions, AI-driven animal behavior, and realistic physics-based asteroid impact 

effects. The project achieved stable frame rates exceeding 90 FPS, ensuring comfort and 

accessibility for diverse users. It also contributed to Sri Lanka’s educational technology 

landscape by providing a replicable model for immersive science learning and promoting 

interdisciplinary collaboration across computing, media, and environmental studies. 

 

17.3 Lessons Learned 

The project provided valuable insights into the challenges of balancing visual realism with 

system performance, the importance of accessibility in educational technology, and the need for 

iterative user testing. Collaboration between technical developers and subject-matter experts was 

found essential to maintain both scientific accuracy and educational relevance. Furthermore, the 

project emphasized that emotional and cognitive engagement are equally vital to effective 

learning outcomes in virtual environments. 

17.4 Overall Impact and Future Direction 

The overall impact of the project extends beyond technical success—it establishes a foundation 

for integrating immersive simulation into formal and informal education. Future work will focus 

on expanding the project into a multi-event series, incorporating augmented and mixed reality, 

and deploying the system across national institutions. With continued development, the 

simulation can evolve into a permanent digital learning platform that enriches scientific 

education and promotes environmental awareness in Sri Lanka and beyond. 
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